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Pseudospectral Methods for the Fractional Laplacian on $\mathbb{R}$

by Jorge Enrique Cayama Mendoza

In this thesis, first, we propose a novel pseudospectral method to approximate accurately and efficiently the fractional Laplacian without using truncation. More precisely, given a bounded regular function defined over $\mathbb{R}$, we map the unbounded domain into a finite one, and represent the resulting function as a trigonometric series. Therefore, a key ingredient is the computation of the fractional Laplacian of an elementary trigonometric function. As an application of the method, we do the simulation of Fisher’s equation with the fractional Laplacian in the monostable case.

In addition, using complex variable techniques, we compute explicitly, in terms of the $_2F_1$ Gaussian hypergeometric function, the one-dimensional fractional Laplacian of the Higgins functions, the Christov functions, and their sine-like and cosine-like versions. After discussing the numerical difficulties in the implementation of the proposed formulas, we develop another method that gives exact results, by using variable precision arithmetic.

Finally, we discuss some other numerical approximations of the fractional Laplacian using a fast convolution technique. While the resulting techniques are less accurate, they are extremely fast; furthermore, the results can be improved by the use of Richardson’s extrapolation.
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Resumen en castellano

En esta tesis doctoral se propone un nuevo método pseudoespectral para aproximar de manera precisa y eficaz el laplaciano fraccionario \((-\Delta)^{\alpha/2}\) de una función regular \(u(x)\) definida sobre la recta real. Este operador es definido para \(\alpha \in (0, 2)\) como (ver [1]):

\[
(-\Delta)^{\alpha/2} u(x) = c_\alpha \int_{\mathbb{R}} \frac{u(x) - u(y)}{|x - y|^{1+\alpha}} dy,
\]

con

\[
c_\alpha = \frac{2^\alpha \Gamma\left(\frac{1+\alpha}{2}\right)}{\sqrt{\pi} \Gamma\left(-\frac{\alpha}{2}\right)}.
\]

La representación en el espacio de Fourier es

\[
(-\Delta)^{\alpha/2} u(\xi) = |\xi|^\alpha \hat{u}(\xi).
\]

En vez de trabajar directamente con la definición (1), se hace uso de la siguiente representación, la cual viene dada como un lema y, además, requiere de acotamiento y regularidad \(C^2\):

\[
(-\Delta)^{\alpha/2} u(x) = \begin{cases} 
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{u_x(y)}{x-y} dy, & \alpha = 1, \\
\frac{c_\alpha}{\alpha(1-\alpha)} \int_{-\infty}^{\infty} \frac{u_{xx}(y)}{|x-y|^{\alpha-1}} dy, & \alpha \neq 1.
\end{cases}
\]

Uno de los objetivos principales de esta tesis es contemplar el tratamiento numérico del operador (4) sobre todo el dominio \(\mathbb{R}\), por lo que se debe tener un cuidado particular en el estudio de dominiños no acotados. Es por ello que se opta por implementar un mapeo algebraico que transforma el dominio infinito en uno finito. Más aún, si se considera \(x \in \mathbb{R}, \psi \in [-1, 1]\), y \(s \in [0, \pi]\), entonces los dominios se transforman de unos a otros con las siguientes relaciones [2]:

\[
\psi = \frac{x}{\sqrt{L^2 + x^2}} \iff x = \frac{L\psi}{\sqrt{1 - \psi^2}}
\]

y

\[
x = L \cot(s) \iff s = \arccot\left(\frac{x}{L}\right),
\]

donde \(L\) es un factor de escala. La \(n\)-ésima función racional de Chebyshev es:

\[
TB_n(x) \equiv T_n(\psi) \equiv \cos(nt), \quad \forall n \in \mathbb{N} \cup \{0\}.
\]
De esta forma,

\[ TB_n(x) = T_n \left( \frac{x}{\sqrt{L^2 + x^2}} \right) = \cos \left( n \arccot \left( \frac{x}{L} \right) \right), \quad \forall n \in \mathbb{N} \cup \{0\}, \quad (5) \]

donde \( T_n(\psi) \) es el \( n \)-ésimo polinomio de Chebyshev. Entonces, (5) es reescrito como

\[ T_n(\psi) = TB_n(x) = \cos(ns). \]

Por lo tanto, una expansión en términos de los polinomios de Chebyshev o de las funciones racionales de Chebyshev es equivalente a una expansión en serie de cosenos. Es preferible trabajar con una representación trigonométrica que permita un mejor manejo de estos polinomios, por lo que se considera el siguiente cambio de variable:

\[ \psi = \cos(s) \iff x = L \cot(s), \quad s \in [0, \pi]. \quad (6) \]

Luego, (4) se transforma a través de la relación \( x = L \cot(s) \), con lo cual se evita truncar el dominio en su evaluación numérica. Entonces, una forma equivalente de expresar (4) en la nueva variable espacial \( s \in [0, \pi] \) es:

\[
(-\Delta)^{\alpha/2} u(s) = \begin{cases} 
\frac{\sin(s)}{L\pi} \int_0^\pi \frac{\sin(\eta)u_s(\eta)}{\sin(s-\eta)} d\eta, & \alpha = 1, \\
\frac{c_\alpha \sin(s)}{L^\alpha(1-\alpha)} \int_0^\pi \frac{\sin^\alpha(\eta)(\sin(\eta)u_{ss}(\eta) + 2\cos(\eta)u_s(\eta))}{|\sin(s-\eta)|^{\alpha-1}} d\eta, & \alpha \neq 1.
\end{cases} \quad (7)
\]

Se define la siguiente familia de nodos que discretizará el dominio \([0, \pi]\):

\[ s_j = \frac{\pi(2j+1)}{2N}, \]

donde \( 0 \leq j \leq N - 1 \), lo cual divide a dicho intervalo en \( N \) partes igualmente espaciadas. Al escribir \( u(s_j) \) se hace referencia a \( u(x(s)) \) evaluada en \( s_j \), y, con un poco de abuso de notación, \( u(s_j) \equiv u(x_j) \). Por otro lado, como ya fue mencionado, \( u(s) \) puede representarse como una expansión en serie de cosenos. Sin embargo, se considera una serie más general conformada por \( e^{iks} \), con \( k \in \mathbb{Z} \), lo cual permite alcanzar una mayor facilidad en la implementación numérica:

\[ u(s) = \sum_{k=-\infty}^{\infty} \hat{u}(k)e^{iks}, \quad s \in [0, \pi]. \]

Ahora, para la obtención de los coeficientes \( \hat{u}(k) \), se debe extender el dominio de \( u(s) \) de \( s \in [0, \pi] \) a \( s \in [0, 2\pi] \); para ello se elige una extensión par de \( u(s) \) en \( s = \pi \), utilizando la familia de \( 2N \) nodos \( s_j = \pi(2j+1)/(2N) \), \( 0 \leq j \leq 2N - 1 \). Posteriormente, se trunca la serie considerando sólo \( 2N \) términos para una función
Así, se puede adoptar una técnica pseudoespectral para obtener de manera unívoca los $2N$ coeficientes $\hat{u}(k)$ en (8), es decir, para $s_j$ se tiene la siguiente identidad:

$$u(s_j) = \sum_{k=-N}^{N-1} \hat{u}(k)e^{iks_j} = \sum_{k=-N}^{N-1} \hat{u}(k)e^{ik\pi(2j+1)/(2N)}$$

Análogamente,

$$\hat{u}(k) \equiv e^{-ik\pi/(2N)} \sum_{j=0}^{2N-1} u(s_j)e^{-2ij\pi/(2N)}.$$ (10)

Las transformadas de Fourier (9) y (10) se pueden calcular de forma muy eficiente a través de la transformada rápida de Fourier [3]. Ahora bien, con la aproximación de $u(s)$ por (8), el problema se reduce al cálculo de $(-\Delta)^{\alpha/2}e^{iks}$, lo cual viene dado como un teorema y presenta la siguiente expresión explícita para $\alpha \in (0, 1) \cup (1, 2)$:

$$(-\Delta)^{\alpha/2}(e^{iks}) = \begin{cases} 
\frac{c_\alpha |\sin(s)|^{\alpha-1}}{8L^\alpha \tan(\frac{\pi\alpha}{2})} \sum_{l=-\infty}^{\infty} e^{2ils}((1-\alpha)k^2 - 4kl) \\
\frac{\Gamma\left(-\frac{1+\alpha}{2} + |l|\right)\Gamma\left(-\frac{1-\alpha}{2} + \left|\frac{k}{2} - l\right|\right)}{\Gamma\left(\frac{3-\alpha}{2} + |l|\right)\Gamma\left(\frac{3+\alpha}{2} + \left|\frac{k}{2} - l\right|\right)}, & k \text{ par}, \\
\frac{\Gamma\left(-\frac{1+\alpha}{2} + |l|\right)\Gamma\left(-\frac{1-\alpha}{2} + \left|\frac{k}{2} - l\right|\right)}{\Gamma\left(\frac{3-\alpha}{2} + |l|\right)\Gamma\left(\frac{3+\alpha}{2} + \left|\frac{k}{2} - l\right|\right)}, & k \text{ impar.}
\end{cases}$$ (11)

Asimismo, cuando $\alpha = 1$,

$$(-\Delta)^{1/2}(e^{iks}) = \begin{cases} 
\frac{|k| \sin^2(s)}{L} e^{iks}, & k \text{ par,} \\
\frac{ik}{L\pi} \left(\frac{-2}{k^2 - 4} - \sum_{l=-\infty}^{\infty} \frac{4 \text{sgn}(l)e^{2ils}}{(k-2l)((k-2l)^2 - 4)}\right), & k \text{ impar.}
\end{cases}$$ (12)
Desde un punto de vista computacional, es conveniente construir una matriz operacional \( M_{\alpha} \in \mathcal{M}_{(2N) \times (2N)}(C) \) basada en las identidades (11) y (12):

\[
\begin{pmatrix}
(-\Delta)^{\alpha/2}u(s_0) \\
\vdots \\
(-\Delta)^{\alpha/2}u(s_{2N-1})
\end{pmatrix} \approx M_{\alpha} \cdot 
\begin{pmatrix}
\hat{u}(0) \\
\vdots \\
\hat{u}(N-1) \\
\hat{u}(-N) \\
\vdots \\
\hat{u}(-1)
\end{pmatrix},
\]

Cabe destacar que, para \( k \in \{-N, \ldots, N - 1\} \), esta matriz se crea y se almacena una sola vez, puede ser usada cuantas veces se requiera y su construcción se simplifica utilizando algunas propiedades de simetría, reduciéndose a considerar sólo \( k \in \{1, \ldots, N - 1\} \).

Luego de discutir sobre la convergencia del método, se presenta un experimento numérico para medir la exactitud del esquema desarrollado. Para ello se consideran, en un principio, las siguientes dos funciones con decaimiento polinomial:

\[
u_1(x) = \frac{x^2 - 1}{x^2 + 1}, \quad u_2(x) = \frac{2x}{x^2 + 1},
\]

donde la primera tiende a 1 como \( O(1/x^2) \), mientras que la segunda tiende a 0 como \( O(1/x) \). Un cambio de variable como \( x = \cot(s) \), con \( L = 1 \), las convierte respectivamente en \( u_1(s) = \cos(2s) \) y \( u_2(s) = \sin(2s) \), esto es, la parte real e imaginaria de \( e^{i2s} \), por lo que se va a calcular el laplaciano fraccionario de \( u_1(x) + iu_2(x) \), cuyo resultado analítico viene dado como

\[
(-\Delta)^{\alpha/2}(u_1(x) + iu_2(x)) = -\frac{2\Gamma(1 + \alpha)}{(1 + ix)^{1+\alpha}},
\]

o, en la variable \( s \),

\[
(-\Delta)^{\alpha/2}(e^{i2s}) = -\frac{2\Gamma(1 + \alpha)}{(1 + i \cot(s))^{1+\alpha}} = -2\Gamma(1 + \alpha)(-i \sin(s)e^{is})^{1+\alpha}.
\]

La exactitud del método se obtiene al comparar este resultado analítico con el resultado numérico, obteniéndose el error a través de la norma \( L^\infty \) como una función de \( \alpha \). Se muestran los errores máximos globales y los parámetros necesarios para alcanzar un error del orden de \( 10^{-13} \). Adicionalmente, se toma como un segundo ejemplo una función con decaimiento gaussiano,

\[
u_3 = \exp(-x^2),
\]

tal que

\[
(-\Delta)^{\alpha/2}u_3(x) = \frac{2^\alpha\Gamma(1/2 + \alpha/2)}{\sqrt{\pi}}F_1(1/2 + \alpha/2, 1/2, -x^2),
\]

(15)
donde \( _1F_1 \) es la función hipergeométrica confluente (ver [4, Cap. 13]). Acá también se muestran los parámetros para alcanzar un error del orden de \( 10^{-13} \), ya sea para una extensión par o impar del dominio de definición de la función \( u \). Como una aplicación del método, se presenta la simulación de la ecuación de Fisher con el operador laplaciano fraccionario:

\[
\partial_t u + (-\Delta)^{\alpha/2} u = f(u), \quad x \in \mathbb{R}, \quad t \geq 0,
\]

(16)

contemplando el caso monoestable, es decir, con el siguiente término fuente no lineal:

\[
f(u) = u(1 - u).
\]

(17)

El interés en esta simulación yace en el hecho de que (16) exhibe frentes de aceleración y el esquema acá presentado permite una captura de esta propagación rápida. La estabilidad dinámica en la solución de estas ondas viajeras ha sido estudiada por numerosos autores (ver por ejemplo [5]). En esta tesis, la aplicación se limita a usar una condición inicial de decaimiento lento. En todos los experimentos numéricos, se considera una extensión par en \( s = \pi \), y se utiliza el método clásico de Runge-Kutta de cuarto orden para el avance en el tiempo (ver [6, p. 226]). Las simulaciones se han hecho para distintos valores de \( \alpha \), y se comprueba numéricamente que para cada valor de \( \alpha \) se tiene un frente de onda cuya velocidad sigue un patrón exponencial con respecto al tiempo \( \gamma \), y además, cada curva integral presenta un decaimiento potencial en sus colas. Se deja de manera introductoria lo que puede significar un desarrollo numérico del laplaciano fraccionario en \( n \) dimensiones.

Por otro lado, se realiza un estudio más teórico en donde, mediante un cálculo analítico que involucra técnicas de variable compleja, se obtienen expresiones del laplaciano fraccionario de funciones de Fourier pares del tipo \( e^{2kx} \), todas ellas en términos de la función hipergeométrica gaussiana \( _2F_1 \). Así, es posible obtener el laplaciano fraccionario de las funciones complejas de Higgins y Christov, respectivamente dadas por [7]:

\[
\lambda_n(x) = \left( \frac{ix - 1}{ix + 1} \right)^n, \quad y \quad \mu_n(x) = \frac{(ix - 1)^n}{(ix + 1)^{n+1}}, \quad n \in \mathbb{Z},
\]

así como de las siguientes familias de funciones:

- Función Higgins en su forma cosinusoidal:

\[
\text{CH}_{2n}(x) = \frac{\lambda_n(x) + \lambda_{-n}(x)}{2}, \quad n = 0, 1, 2, \ldots
\]

- Función Higgins en su forma sinusoidal:

\[
\text{SH}_{2n+1}(x) = \frac{\lambda_{n+1}(x) - \lambda_{-n-1}(x)}{2i}, \quad n = 0, 1, 2, \ldots
\]
• Función Christov en su forma cosinusoidal:

\[ CC_{2n}(x) = \frac{\mu_n(x) - \mu_{-n-1}(x)}{2}, \quad n = 0, 1, 2, \ldots \]

• Función Christov en su forma sinusoidal:

\[ SC_{2n+1}(x) = -\frac{\mu_n(x) + \mu_{-n-1}(x)}{2i}, \quad n = 0, 1, 2, \ldots \]

Luego de realizar una discusión sobre las dificultades y limitaciones numéricas de MATLAB [8] en la implementación de las fórmulas propuestas que contienen \(2F_1\), se desarrolla un método innovador y alternativo a través del uso de aritmética de precisión variable, con el que se tienen resultados exactos y supera ampliamente la implementación de MATLAB. Posteriormente, se testea la exactitud del método desde un punto de vista numérico, comparando los resultados con aquellos obtenidos mediante la matriz operacional (13).

Por último, tomando ideas de [9], se plantean otras aproximaciones numéricas del laplaciano fraccionario en \(\mathbb{R}\) con el uso de la técnica de convolución rápida. Más aún, se aplica nuevamente el mapeo algebraico \(x = L \cot(s)\) para obtener la integral singular sobre \(s \in [0, \pi]\), dada por (7), y se prueba con distintas fórmulas de cuadratura, expresándolas como convoluciones discretas. Además, se hace uso del teorema de convolución discreta, el cual establece que la transformada discreta de Fourier de una convolución discreta es igual al producto de las transformadas discretas de Fourier, esto es, \((\hat{u} \ast \hat{v})_p = \hat{u}_p \hat{v}_p\), donde \(u = \{u_r\}\) y \(v = \{v_r\}\) son dos secuencias de números. Debido al uso de la transformada rápida de Fourier para el cálculo de las transformadas discretas [3], esta técnica se suele denominar convolución rápida, ya que se requieren \(O(N \log N)\) operaciones cuando las dos secuencias \(u\) y \(v\) son \(N\)-periódicas. Esto representa una reducción muy notable en el número de operaciones de una suma directa, la cual consta de \(O(N^2)\) operaciones y, por lo tanto, se vuelve más costosa para valores relativamente pequeños de \(N\). Siguiendo los argumentos previos, se desarrolla un método para aproximar el laplaciano fraccionario que parece ser de segundo orden para todo \(\alpha \in (0, 1) \cup (1, 2)\), por lo que se hace notar el enfoque sobre la rapidez en la ejecución del esquema, en vez de la exactitud de los resultados. Sin embargo, la precisión se mejora fácilmente mediante el uso de la extrapolación de Richardson. Se toma nuevamente como funciones test aquellas con decaimiento polinomial \((u_1(x) + iu_2(x))\) y aquella con decaimiento gaussiano \((u_3(x))\).

Finalmente, se anexa un apéndice en donde se detallan, de forma breve, las principales propiedades de los polinomios de Chebyshev y de las funciones racionales de Chebyshev.
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Introduction

In this thesis, we are mainly concerned with the numerical approximation of the fractional Laplacian. This is a singular integral operator that can be defined in several equivalent ways, see e.g. [1], but that we take for now to be:

\[-\Delta^{\alpha/2}u(x) = c_{n,\alpha} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+\alpha}} \, dy, \tag{1.1}\]

where \(\alpha \in (0, 2)\), and

\[c_{n,\alpha} = \frac{2^\alpha \Gamma\left(\frac{n+\alpha}{2}\right)}{\pi^{n/2} |\Gamma\left(-\frac{\alpha}{2}\right)|}. \tag{1.2}\]

The fractional Laplacian operator is a generalization of the integer-order Laplacian \(\Delta \equiv \partial^2 / \partial x_1^2 + \ldots + \partial^2 / \partial x_n^2\), with \(n\) being the dimension. It appears in a number of applications (see, for instance, [10, Table 1] and its references).

Before we describe the main contents of the thesis, let us start this introduction by putting the operator (1.1) into a wider context. We recall that the Fourier transform of \(u\) is

\[\hat{u}(\xi) = \int_{-\infty}^{\infty} u(x)e^{-ix\xi}dx, \tag{1.3}\]

and that the inverse Fourier transform is

\[u(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{u}(\xi)e^{ix\xi}d\xi. \tag{1.4}\]

Therefore, another definition of the fractional Laplacian consistent with (1.1) is given by associating the operator with the Fourier symbol:

\[-\Delta^{\alpha/2}u(\xi) = |\xi|^\alpha \hat{u}(\xi), \tag{1.5}\]

and, hence, when \(\alpha = 2\), we recover \((-\Delta)^{2/2}u = -\Delta u\), whereas, when \(\alpha = 0\), \((-\Delta)^0u = u\). We remark that, in [1], the author indeed considers \((-\Delta)^{\alpha/2}u\) in the definition of the fractional Laplacian, to make it agree with the integer-order Laplacian, when \(\alpha = 2\). The same sign convention is chosen in [11], where an excellent and up-to-date introduction to the topic can be found.
We recall that in one dimension, the Hilbert transform \([12]\) is given by
\[
\mathcal{H}(u)(x) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{u(y)}{x-y} dy,
\]
and that, if \(u \in L^2(\mathbb{R})\), then \(\hat{\mathcal{H}(u)}(\xi) = -i \text{sgn}(\xi) \hat{u}(\xi)\) (see e.g. \([13]\), \([14]\)). It then follows that, when \(\alpha = 1\),
\[
(-\Delta)^{1/2} u(x) = |\xi| \hat{u}(\xi) = -i \text{sgn}(\xi)(i\xi) \hat{u}(\xi) = \hat{\mathcal{H}(u_x)}(\xi),
\]
or, formally,
\[
(-\Delta)^{1/2} u(x) = \mathcal{H}(u_x)(x). \tag{1.6}
\]

On the other hand, the Riesz transform is a generalization of the Hilbert transform to higher dimensions, but an interpretation similar to (1.6) is a little different. If \(u \in L^p(\mathbb{R}^n)\), for \(1 \leq p < \infty\), then the Riesz transform \(R_j u\) is defined (see e.g. \([15]\)) for each \(1 \leq j \leq n\) by
\[
R_j u(x) = c_n \text{PV} \int_{\mathbb{R}^n} \frac{x_j - y_j}{|x-y|^{n+1}} u(y) dy, \quad 1 \leq j \leq n,
\]
where \(\text{PV}\) denotes the principal value of the integral and
\[
c_n = \frac{n+1}{2\pi^{n/2}}.
\]

Formally, by working in the Fourier side, it can be seen that \(R_j(-\Delta)^{1/2} u(x) = \partial_j u\) for every \(j\). This and the relation (1.6) serve as a motivation to define the fractional Laplacian as the inverse of an integral transform. This idea is related to the Riemann-Liouville integral that allows defining fractional derivatives by its inversion.

Indeed, the so-called Riesz potential was introduced by Marcel Riesz \([16]\) while looking for generalizations of the Riemann–Liouville operator. On \(\mathbb{R}^n\), it is defined by the convolution with the kernel \(c_{n-\alpha} |x-y|^{-(n-\alpha)}\), with \(0 < \alpha < n\):
\[
I_\alpha(u)(x) = u * K_\alpha(x) = c_{n-\alpha} \int_{\mathbb{R}^n} \frac{u(y)}{|x-y|^{n-\alpha}} dy. \tag{1.7}
\]
We observe that
\[
\frac{1}{|x|^{n-\alpha}}(\xi) = c_{n-\alpha}^{-1} (2\pi)^{-\alpha} |\xi|^{-\alpha}. \tag{1.8}
\]
Then, from (1.7) and (1.8), we have formally:
\[
\hat{I_\alpha u}(\xi) = (2\pi|\xi|)^{-\alpha} \hat{u}(\xi),
\]
On the other hand,
\[ (-\Delta) \varphi(\xi) = |\xi|^2 \hat{u}(\xi), \]
which suggests that
\[ \hat{I}_\alpha u(\xi) = (2\pi|\xi|)^{-\alpha} (-\Delta)^{-\alpha/2} \varphi(\xi). \]

In the search for an integral equation that inverts this relationship, one looks at an operator that satisfies:
\[ (-\Delta)^{\alpha/2} u(\xi) = |\xi|^\alpha \hat{u}(\xi), \]
with \( 0 < \alpha \leq 2 \) and
\[ |\xi|^{\alpha} = \left( \sum_{j=1}^{n} \xi_j^2 \right)^{\alpha/2}. \]

One such operator is precisely the operator (1.1) (see [17–19] for details), where the fractional power is taken over \((-\Delta)\), in order to obtain a positive operator. This formulation of \((-\Delta)^{\alpha/2}\) is also the negative generator of the standard isotropic \(\alpha\)-stable Lévy process, and reduces to \(-\Delta\) when \(\alpha = 2\) (see [10]).

In this thesis, we work mainly in the one-dimensional case, i.e., on \(\mathbb{R}\). Hence, (1.1) becomes
\[ (-\Delta)^{\alpha/2} u(x) = c_\alpha \int_{-\infty}^{\infty} \frac{u(x) - u(y)}{|x-y|^{1+\alpha}} \, dy, \]  \hspace{1cm} (1.9)

where \(\alpha \in (0,2)\), and
\[ c_\alpha \equiv c_{1,\alpha} = \frac{2^\alpha \Gamma(1+\alpha)}{\sqrt{\pi} |\Gamma(-\frac{\alpha}{2})|}. \]

Moreover, we work with the equivalent definition of (1.9):
\[ (-\Delta)^{\alpha/2} u(x) = c_\alpha \int_{-\infty}^{\infty} \frac{u(x) - u(x+y)}{|y|^{1+\alpha}} \, dy. \]  \hspace{1cm} (1.10)

In recent years, there has been an increasing interest in evolution equations that incorporate nonlocal operators and, in particular, nonlocal operators that resemble a fractional power of the Laplacian or derivatives of fractional order. There are many models where such operators appear, and there is also an intrinsic mathematical interest in analyzing and simulating such equations. For instance, a discussion on applications where sub- and superdiffusion models might be better suited than classical diffusion ones can be found in the review manuscripts [20–24]. Among others, these include applications in acoustics [18, 25], and quantum mechanics [26]. Lévy flights are a particular example of random motion of particles that leads to superdiffusion and that can be characterized in the macroscopic scale as a diffusion equation by a fractional Laplacian (see, e.g., [27, 28] and the references therein). For a mathematical interpretation of the fractional Laplacian, we refer the reader to, e.g., the monographs [10, 11]. On the other hand, models with fractional diffusion where front propagating solutions ensue have been subject to mathematical analysis (see, e.g., [29–41], to mention a few recent works in this direction).
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In this thesis, we concentrate in the example model where the fractional Laplacian appears instead of the usual term of Brownian diffusion. We will simulate as a test a nonlinear reaction-diffusion equation, namely, the following nonlocal Fisher’s equation:

\[ \partial_t u + (-\Delta)^{\alpha/2} u = f(u), \quad x \in \mathbb{R}, \ t \geq 0, \tag{1.11} \]

where, generically, \( f(u) = u(1 - u) \) is the so-called monostable nonlinearity; and \( f(u) = u(1 - u)(u - a) \), with \( a \in (0, 1) \), is the bistable nonlinearity. With classical diffusion, this is a paradigm equation for pattern forming systems and reaction-diffusion systems in general (see the classical references for the monostable case [5, 42–44], etc., and for the biestable case, [45–49], etc.). The non-local version (1.11) has been proposed as a reaction-diffusion system with anomalous diffusion [30, 50, 51]. Some fundamental analytical results appear in [52, 53], for more general nonlinear equations and in several dimensions. Our main interest here is to simulate (1.11) as an illustration of a problem that requires a very large spatial domain or the whole domain, when traveling wave solutions ensue, since these travel in one direction and they do so with a wave speed exponentially increasing in time in the monostable case (see [54–56]). In this regard, we will contrast the numerical results with the analytical ones, which include, apart from the already mentioned ones, [33–35] for the bistable case (see also [36, 37] for a nonsymmetric non-local operator of Riesz-Feller type).

Let us now describe some numerical aspects relevant to this thesis. To the best of our knowledge, the use of spectral and pseudospectral methods for approximating the fractional Laplacian is limited to a few instances in the literature: we remark the works [57–59], where, although a truncation of the domain is not explicitly given, the method relays on the approximation of the fractional Laplacian by an operator on a truncated domain.

Most of the fractional models deal with infinite or semi-infinite domains. Our aim is thus to present numerical methods that deal accurately and efficiently with problems posed on \( \mathbb{R} \), taking particular care of the numerical treatment of \((-\Delta)^{\alpha/2}\).

One of the main difficulties of approximating numerically (2.5) is the unboundedness of the spatial domain; nevertheless, there is a variety of tools for dealing with problems in infinite or semi-infinite domains. For problems posed on \( x \in \mathbb{R} \), we have options like:

i. Sinc functions.

ii. Hermite functions.

iii. Algebraically mapped Chebyshev polynomials.

iv. Exponentially mapped Chebyshev polynomials.

v. Solving the problem on a large but finite interval (domain truncation).

For problems posed on the semi-infinite interval \( x \in [0, \infty) \) it is possible to use:

i. Laguerre functions.

ii. Chebyshev polynomials with various mappings.
iii. Domain truncation.

In fact, in the study of unboundedness of the spatial domain, according to Boyd [2], the many possible options for unbounded domains fall into three broad categories:

1. Domain truncation (approximation of \( x \in \mathbb{R} \) by \([-L, L]\), with \( L \gg 1 \).
2. Using basis functions intrinsic to an infinite interval (for example, Hermite functions, sinc functions).
3. Mapping the unbounded interval to a finite interval, followed by application of Chebyshev polynomials or a Fourier series.

Observe that these strategies can be combined; for example, mapping and domain truncation, etc. In this work, we will adopt the third one. It is worth mentioning that mapping is equivalent to creating new basis functions, which are the images of Chebyshev polynomials or Fourier series, and whose natural home is the infinite or semi-infinite interval. An infinite variety of maps is possible; but three relevant classes of mappings are the following ones:

1. Logarithmic maps: \( x = \text{arctanh}(\psi) \), \( \psi \in [-1, 1] \).
2. Algebraic maps: \( x = L\psi / \sqrt{1 - \psi^2} \), \( \psi \in [-1, 1] \).
3. Exponential maps: \( x = \sinh(L\psi) \), \( \psi \in [-\pi, \pi] \).

Here \( x \in \mathbb{R} \). The names for these classes of mappings come from the behavior of \( x \), i.e., from how \( x \) increases when \( \theta \) tends to \( \pm 1 \). In general, an advantage of not truncating the domain is that the boundary conditions can be ignored when the domain of integration is infinite [60], while truncating the domain needs setting artificial boundary conditions [61]. We will concentrate our study on the algebraic map, and specifically on the algebraically mapped Chebyshev polynomials \( TB_n(x) \), known as the rational Chebyshev functions.

Chebyshev polynomials are a well known set of orthogonal polynomials and have proved useful for numerical analysis. They are a desired choice, because they can be thought of as a Fourier cosine series in disguise [2, 62] and, as such, allow the use of existing fast Fourier transform (FFT) software [3]. On the other hand, the rational Chebyshev functions are a rescaling of the standard Chebyshev polynomials, so that their domain is the entire real line [60, 62]. In [63], it was shown that rational Chebyshev functions are the most versatile option, because they are a good choice for approximating exponentially decaying functions, and they excel when applied to polynomial decaying solutions. In fact, in some of the numerical test that we present in this work, we consider exponentially decaying initial data for the fractional Laplacian. Remark that the rational Chebyshev functions are closely related to the Christov functions and the Higgins functions [7], also considered in this thesis, and which are very adequate for computing numerically the Hilbert transform of functions in \( L^2(\mathbb{R}) \) (see for instance [64] and [65]), although they are not sufficient for representing functions that are not in \( L^2(\mathbb{R}) \).

There is a wide range of publications related to the effectiveness of different methods to solve numerically nonlocal fractional operators. In the particular case of the fractional Laplacian, several numerical methods have been proposed recently for
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equations associated with this operator in its different equivalent definitions [1]. For instance, either the spectral definition in the Fourier space, or the singular integral representation, which we use in this thesis. Note that most of the numerical evaluations have been developed on bounded domains; for instance, one of the main contributions is the work by Huang and Oberman [66, 67]; where, considering one-dimensional problems, they derived a scheme based on singularity subtraction and finite-difference approximation with a quadrature rule in a bounded domain. Remark that, for smooth enough functions, the accuracy of their method is very close to $O(h^{3-\alpha})$, where $h$ is the linear spacing between nodes, being up to $10^{-3}$. They also established that the majority of the numerical methods for solving equations involving the fractional Laplacian operator are related to fractional derivatives (either of the Riemann-Liouville type or of the Caputo type) on bounded domains, called fractional diffusion.

In [66], the authors take as reference [68], which summarizes the existing algorithms to solve the fractional derivatives operator, among which we can find the product integration technique based on the trapezoidal quadrature rule, and methods of the type Predict-Evaluate-Correct-Evaluate to solve Caputo-type fractional diffusion equations (FDEs). When used in the discretization of FDEs, the resulting schemes can usually be interpreted as a random walk with long range jumps [69, 70]. Another popular class of schemes use spectral decomposition in the Fourier space or other basis [59], usually valid only for finite spatial domains; note that, in [59], the errors are close to $10^{-7}$. Similar schemes using a finite difference approximation are [71–73].

Taking into account [66, 67], Minden and Ying [74] presented a simple solver for the fractional Laplacian in multiple dimensions based on the hypersingular integral representation. Through singularity subtraction, they obtained a regularized integrand to which they apply the trapezoidal rule. When the function $u$ is sufficiently smooth, standard results on convergence of the trapezoidal rule and finite-difference operators imply that the computation errors tend to zero as $O(h^2)$. The work [74] offers a vast number of references on numerical solutions of one-dimensional fractional Laplacian systems using fast preconditioned iterative methods; for instance, [75–78].

In the same line of work, but separately, Duo and Zhang [79] proposed a method that provide a fractional analogue of the central difference schemes for the fractional Laplacian. However, as in [74], they considered bounded domains for the two- and three-dimensional cases with extended homogeneous boundary conditions. They also achieved errors tending to zero as $O(h^2)$, for any $\alpha \in (0, 2)$, and their results hold for dimensions two and three. In [79], we can find various references on the finite element method (FEM) to solve problems involving the fractional Laplacian operator, and numerical results are presented for one-, two-, and three-dimensional cases (see [80–83]). Some works using finite-element-based approaches are [84–86], and some general references for the approximation of the fractional Laplacian on bounded domains include [87–89].

There are notable algorithms for discretizing the fractional Laplacian based on the
Caffarelli-Silvestre extension [19, 90, 91], followed by the application of spectral approaches [85, 86, 92]. A more recent publication is, for instance, [93], where a fast spectral Galerkin method using the generalized Laguerre functions for the extension problem is applied. The convergence rate with respect to $h$ is essentially of second order, which is the expected rate for the $L^2$-norm of the error when using piecewise linear finite elements, until the dominating errors are those in the extended domain. Moreover, Chen et al. [94] presented a solver via multilevel techniques to deal with extension problems (see [95–97], for some other related works).

All these publications have in common the use of truncation in the integration domain, or that they solve problems on a bounded domain, where different definitions of the fractional Laplacian are not equivalent. Therefore, in general, truncation of the domain leads to a natural deterioration of the rate of convergence. On the other hand, the accuracy of these methods is well below spectral accuracy, which we have virtually achieved in this thesis in dimension one; more precisely, we have obtained errors close to the epsilon of the machine for smooth enough functions.

The structure of this thesis is as follows. In Chapter 2 (cf. [98]), we present a new pseudospectral method to compute efficiently and accurately the fractional Laplacian (1.10) without using truncation of the domain. We start by giving a new expression of the Laplacian in a more suitable way, which requires at least $C^2$ regularity. Then, we map the unbounded interval $\mathbb{R}$ into a finite one $[0, \pi]$ by using an algebraic map given by the change of variable $x = L \cot(s)$, with $L > 0$ being a scaling factor, and $s \in [0, \pi]$. We expand $u(s) \equiv u(L \cot(s))$ into a Fourier series, and, at its turn, obtain the Fourier series expansion of $(-\Delta)^{\alpha/2}(e^{iks})$, which constitutes the central part of this chapter. We also show the construction of an operational matrix $M_\alpha$ that multiply the column vector formed by the Fourier coefficients of $u(s)$ to approximate $(-\Delta)^{\alpha/2}(u(s))$ at the non-final nodes $s_j = \pi(2j+1)/(2N)$, with $0 \leq j \leq N-1$. In addition, we develop an error analysis to justify the convergence of the method; and, in order to measure the accuracy of our scheme, we test it with a couple of functions for which an explicit expression of the fractional Laplacian is known. Later on, as an application of the method, we simulate numerically the evolution of (1.11). Finally, we point out futures lines or research; in particular, we offer an alternative formula to (1.1) for the fractional Laplacian in $\mathbb{R}^n$, which could serve as a starting point.

In Chapter 3 (cf. [99]), using complex variable techniques, we obtain explicit expressions, in terms of the $2F_1$ Gaussian hypergeometric function, for the one-dimensional fractional Laplacian of the Higgins and Christov functions, and of their sine-like and cosine-like versions. Then, we also explain how to implement these expressions efficiently in MATLAB [8], and give numerical examples as an application. Furthermore, we test their adequacy from a numerical point of view, comparing the numerical results with those in Chapter 2 (and thus confirming the correctness of the method presented in Chapter 2). On the one hand, after discussing the numerical difficulties in the implementation of the proposed formulas, for moderately large values of $n$, we develop a method using variable precision arithmetic that gives accurate results; on the other hand, our implementation of $2F_1$ largely outperforms that of MATLAB. After that, even if the method in Chapter 2 is faster, the method in this chapter is much easier to implement and still competitive for not too large values of $n$. 
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In Chapter 4, using some ideas from [9], we discuss other approaches to approximate numerically the fractional Laplacian on $\mathbb{R}$, using fast convolution. More precisely, we apply again the mapping $x = L \cot(s)$, to obtain a singular integral on $s \in [0, \pi]$, and try different quadrature formulas, expressing them as discrete convolutions. At this point, we apply the discrete convolution theorem, that states that the discrete Fourier transform of a discrete convolution equals the product of the discrete Fourier transforms, namely, $(\hat{u} \ast \hat{v})_p = \hat{u}_p \hat{v}_p$, where $u = \{u_r\}$ and $v = \{v_r\}$ are two sequences of numbers. Since we use the fast Fourier Transform (FFT) [3] to compute the discrete Fourier transforms, this technique can be referred to as fast convolution, because it requires $O(N \log N)$ operations when the two sequences $u$ and $v$ are $N$-periodic; this is an important reduction in the number of operations of a direct summation procedure, which requires $O(N^2)$ operations (and, hence, becomes expensive for relative small values of $N$). Following the previous arguments, we develop a method that appears to be of second-order for all $\alpha \in (0, 1) \cup (1, 2)$, and that, even if less accurate than those exposed in Chapters 2 and 3, is exceedingly fast. We test it for the functions considered in Chapter 2 and show how Richardson’s extrapolation can be used to improve the results. To finish this chapter, we adapt the numerical method in [100] to the computation of the fractional Laplacian, rewriting it so the fast convolution can also be applied to it, and implement again Richardson’s extrapolation to improve the results, too.

To close this thesis, we have added Appendix A, where we list some important properties of the Chebyshev polynomials, and of the rational Chebyshev functions defined on $\mathbb{R}$.
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Computation of the fractional Laplacian for regular functions

The structure of this chapter is as follows. In Section 2.1, we propose a novel method to compute accurately the fractional Laplacian (1.10) without using truncation. More precisely, we rewrite the fractional Laplacian in a more suitable way, which requires at least $C^2$ regularity; then, after mapping the original domain $\mathbb{R}$ to $[0, \pi]$ by using the change of variable $x = L \cot(s)$, with $L > 0$, $s \in [0, \pi]$, we expand $u(s) \equiv u(L \cot(s))$ in Fourier series, and, at its turn, obtain the Fourier series expansion of $(-\Delta)^{\alpha/2}(e^{iks})$, which constitutes the central part of this chapter. We also show how to generate efficiently an operational matrix $M_\alpha$ that can be applied to the coefficients of the Fourier expansion of $u(s)$, to approximate $(-\Delta)^{\alpha/2}(u(s))$ at the equally-spaced nodes

$$s_j = \frac{\pi(2j + 1)}{2N}, \quad 0 \leq j \leq N - 1. \quad (2.1)$$

Furthermore, we justify theoretically the convergence of the method. Later on, in Section 2.2, we test the proposed method for a couple of functions; and, in Section 2.3, we apply it to the numerical simulation of (1.11) in the monostable case.

To the best of our knowledge, the numerical computation of the fractional Laplacian without truncating the domain has not being done so far. However, the change of variable $x = L \cos(s)$ was applied successfully in [100] to compute numerically a related nonlocal operator defined on the whole real line. More precisely, in [100], from which we get several useful ideas, $\partial_x D^\alpha$ was considered on $\mathbb{R}$, where the operator $D^\alpha$ can be regarded as a left-sided fractional derivative in the Caputo sense (see, e.g., [101]), with integration taken from $-\infty$:

$$D^\alpha u(x) = \frac{1}{\Gamma(1-\alpha)} \int_{-\infty}^{x} \frac{u_x(y)}{(x-y)^\alpha} dy, \quad \alpha \in (0, 1). \quad (2.2)$$

After defining $u(s) \equiv u(L \cot(s))$, $\partial_x D^\alpha(u(s))$ was approximated at the nodes $s_j$ in (2.1) by the composite midpoint rule taken over the families of nodes

$$s_j^{(m)} = \frac{\pi(2l + 1)}{2^{m+1}N}, \quad 0 \leq l \leq 2^m N - 1, \quad m = 1, 2, \ldots, \quad (2.3)$$
although, in practice, only the indices \( l \) satisfying \( 2^{m-1}(2j + 1) \leq l \leq 2^m N - 1 \) were used, 
denoting as \( \partial_x D^\alpha \) the resulting approximation. Then, studying the 
errors of several functions with different types of decay and applying Richardson 
extrapolation [102] to \( \partial_x D^\alpha \), it was conjectured that 
\[
\| \partial_x D^\alpha(u(x)) - \partial_x D^\alpha u(x) \|_\infty = c_1(\alpha) + c_2(\alpha) + \ldots,
\]
and, indeed, this formula yielded very accurate results, at least for the functions 
considered. Remark that, in practice, \( u(s) \) was expanded in Fourier series, so the 
extrapolation was really applied over \( \partial_x D^\alpha(e^{iks}) \), which enabled to create an 
operational matrix acting on the coefficients of the Fourier expansion of \( u(s) \).

As we can see, the main difference between the method developed in this chap-
ter and [100] is the numerical computation of the corresponding nonlocal operator 
acting on a single Fourier mode \( e^{iks} \). In this chapter, we have not considered the 
extrapolation technique, because it appears to be more involved than in [100] (we 
will comment on this in Section 4.5), and, on the other hand, the method that we are 
proposing here is, in our opinion, very accurate.

To the best of our knowledge, the use of spectral and pseudospectral methods for 
approximating the fractional Laplacian is limited to a few instances in the literature: 
we remark the works [57–59], where, although a truncation of the domain is not 
explicitly given, the method relies on the approximation of the fractional Laplacian 
by an operator on a truncated domain.

In the following pages, we will use the representation of (1.10), together with Lemma 
2.1.1, which requires boundedness and \( C^2 \)-regularity.

## 2.1 Computation of the fractional Laplacian for regular functions

In the following pages, we will develop a new method to approximate numerically 
(1.10). However, instead of working directly with (1.10), we will use the representa-
tion given by the following lemma, which requires boundedness and \( C^2 \)-regularity.

### 2.1.1 Equivalent form of the fractional Laplacian for regular functions

**Lemma 2.1.1.** Consider the twice continuous bounded function \( u \in C^2_b(\mathbb{R}) \). If \( \alpha \in [1, 2) \), 
or \( \alpha \in (0, 1) \) and \( \lim_{x \to \pm \infty} u_x(x) = 0 \), then

\[
(-\Delta)^{\alpha/2} u(x) = \begin{cases} 
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{u_x(y)}{x - y} dy, & \alpha = 1, \\
\frac{c_\alpha}{\alpha(1 - \alpha)} \int_{-\infty}^{\infty} \frac{u_{xx}(y)}{|x - y|^{\alpha-1}} dy, & \alpha \neq 1.
\end{cases}
\]

(2.5)
Proof. Let us express first (1.10) as an integral over \([0, \infty)\):

\[
(-\Delta)^{\alpha/2} u(x) = c_\alpha \int_0^\infty \frac{u(x) - u(x-y) + u(x) - u(x+y)}{y^{1+\alpha}} dy
\]

\[
= c_\alpha \int_0^\infty \int_0^y \frac{u(x-z) - u(x+z)}{y^{1+\alpha}} dz \, dy
\]

\[
= c_\alpha \int_0^\infty \left[ (u(x-z) - u(x+z)) \int_z^\infty \frac{1}{y^{1+\alpha}} dy \right] dz
\]

\[
= \frac{c_\alpha}{\alpha} \int_0^\infty \frac{u(x-z) - u(x+z)}{z^\alpha} dz,
\]

where we have changed the order of integration; observe that this is equivalent to

\[
(-\Delta)^{\alpha/2} u(x) = \frac{c_\alpha}{\alpha} \int_{-\infty}^\infty \frac{u(x-y) - u(x+y)}{|y|^{1+\alpha}} dy
\]

\[
= -\frac{c_\alpha}{\alpha} \int_{-\infty}^\infty \frac{u(x+y) - u(x-y)}{|y|^{1+\alpha}} dy.
\]

(2.6)

We distinguish three cases. When \(\alpha = 1\), \(c_1 = 1/\pi\), so

\[
(-\Delta)^{1/2} u(x) = \frac{1}{\pi} \int_0^\infty \frac{u(x-y) - u(x+y)}{y} dy
\]

\[
= \frac{1}{\pi} \int_{-\infty}^\infty \frac{u(x+y)}{x-y} dy,
\]

i.e., \((-\Delta)^{1/2} u(x)\) is precisely the Hilbert transform \([12]\) of \(u_x(x)\), as mentioned in the introduction. On the other hand, when \(\alpha \in (1, 2)\),

\[
(-\Delta)^{\alpha/2} u(x) = \frac{c_\alpha}{\alpha} \int_0^\infty \frac{u(x-z) - u(x+z) + u(x) - u(x+z)}{z^\alpha} dz
\]

\[
= -\frac{c_\alpha}{\alpha} \int_0^\infty \int_0^z \frac{u_{xx}(x-y) + u_{xx}(x+y)}{z^\alpha} dy \, dz
\]

\[
= -\frac{c_\alpha}{\alpha} \int_0^\infty \left[ (u_{xx}(x-y) + u_{xx}(x+y)) \int_y^\infty \frac{1}{z^\alpha} dz \right] dy
\]

\[
= -\frac{c_\alpha}{\alpha(\alpha - 1)} \int_0^\infty \frac{u_{xx}(x-y) + u_{xx}(x+y)}{y^{\alpha-1}} dy
\]

\[
= \frac{c_\alpha}{\alpha(1-\alpha)} \int_{-\infty}^0 \frac{u_{xx}(x+y)}{|y|^{\alpha-1}} dy
\]

\[
= \frac{c_\alpha}{\alpha(1-\alpha)} \int_{-\infty}^\infty \frac{u_{xx}(y)}{|y-\alpha|^{\alpha-1}} dy.
\]
Finally, when $\alpha \in (0, 1)$, this last formula also holds, although the deduction is slightly different, and $\lim_{x \to \pm \infty} u(x) = 0$ is required. Indeed, from (2.6),
\[
(-\Delta)^{\alpha/2} u(x) = \frac{c_\alpha}{\alpha} \int_0^\infty \int_z^\infty \frac{u_{xx}(x-y) + u_{xx}(x+y)}{z^\alpha} \, dy \, dz \\
= \frac{c_\alpha}{\alpha} \int_0^\infty \left[ (u_{xx}(x-y) + u_{xx}(x+y)) \int_y^\infty \frac{1}{z^\alpha} \, dz \right] \, dy \\
= \frac{c_\alpha}{\alpha(1-\alpha)} \int_0^\infty \frac{u_{xx}(x-y) + u_{xx}(x+y)}{y^{\alpha-1}} \, dy \\
= \frac{c_\alpha}{\alpha(1-\alpha)} \int_{-\infty}^\infty \frac{u_{xx}(y)}{|x-y|^{\alpha-1}} \, dy,
\]
which completes the proof of the lemma. \qed

### 2.1.2 Mapping $\mathbb{R}$ to a finite interval

Among the different possible mappings which we have mentioned in the introduction, we use the algebraic one. More precisely, if we consider $x \in \mathbb{R}$, $\psi \in [-1, 1]$, and $s \in [0, \pi]$, then the different domains are mapped onto one another through the following relationships [2]:
\[
\psi = \frac{x}{\sqrt{L^2 + x^2}} \iff x = \frac{L\psi}{\sqrt{1 - \psi^2}},
\]
and
\[
x = L \cot(s) \iff s = \arccot \left( \frac{x}{L} \right),
\]
for a certain constant $L > 0$. Small values of $L$ cause the majority of the discretized points in the abscissa to be clumped near the origin, whereas increasing $L$ pulls out the points from the origin toward the rest of the domain. The $n$th rational Chebyshev is
\[
TB_n(x) \equiv T_n(\psi) \equiv \cos(nt), \quad \forall n \in \mathbb{N} \cup \{0\},
\]
i.e.,
\[
TB_n(x) = T_n \left( \frac{x}{\sqrt{L^2 + x^2}} \right) = \cos \left( n \arccot \left( \frac{x}{L} \right) \right), \quad \forall n \in \mathbb{N} \cup \{0\}, \quad (2.8)
\]
where $T_n(\psi)$ is the standard Chebyshev polynomials and $TB_n(x)$ are the rational Chebyshev functions, which form an orthogonal basis in $\mathbb{R}$ with respect to the weight $(1 + x^2)^{-1}$:
\[
\int_{-\infty}^\infty \frac{TB_m(x)TB_n(x)}{1 + x^2} \, dx = \begin{cases} 
\frac{\pi}{2}, & m = n > 0, \\
\pi, & m = n = 0, \\
0, & m \neq n.
\end{cases}
\]
We present more details about the properties of Chebyshev polynomials and rational Chebyshev functions in Appendix A. Although we can work with (2.8), we prefer to use a trigonometric representation on them, which allows us an easier handling of them. Thus, we are going to consider the following change of variable:

\[ \psi = \cos(s) \iff x = L \cot(s), \quad s \in [0, \pi]. \]  

(2.9)

Then, (2.8) becomes

\[ T_n(\psi) = TB_n(x) = \cos(ns). \]

Therefore, a series expansion in terms of Chebyshev polynomials or rational Chebyshev functions is equivalent to a cosine expansion.

In this thesis, we work with (2.7) rather than with (2.5), because the calculations in the next sections appear to be simpler. In order to express (2.5) in terms of \( s \in [0, \pi] \), we need the following identities [60]:

\[
\begin{align*}
    u_x(x) &= -\frac{\sin^2(s)}{L}u_s(s), \\
    u_{xx}(x) &= \frac{\sin^4(s)}{L^2}u_{ss}(s) + \frac{2\sin^3(s)\cos(s)}{L^2}u_s(s),
\end{align*}
\]

(2.10)

where, with some abuse of notation, \( u(s) \equiv u(x(s)) \). Then, bearing in mind that \( dx = -L \sin^{-2}(s)ds \), (2.5) becomes

\[
(-\Delta)^{\alpha/2}u(s) = \begin{cases}
    -\frac{1}{L\pi} \int_0^\pi \frac{u_s(\eta)}{\cot(s) - \cot(\eta)}d\eta, & \alpha = 1, \\
    \frac{c_\alpha}{L^\alpha \alpha(1-\alpha)} \int_0^\pi \sin^2(\eta)u_{ss}(\eta) + 2\sin(\eta)\cos(\eta)u_s(\eta) \frac{d\eta}{|\cot(s) - \cot(\eta)|^{\alpha-1}}, & \alpha \neq 1,
\end{cases}
\]

(2.11)

or, equivalently,

\[
(-\Delta)^{\alpha/2}u(s) = \begin{cases}
    \frac{\sin(s)}{L\pi} \int_0^\pi \frac{\sin(\eta)u_s(\eta)}{\sin(s - \eta)}d\eta, & \alpha = 1, \\
    \frac{c_\alpha |\sin(s)|^{\alpha-1}}{L^\alpha \alpha(1-\alpha)} \int_0^\pi \sin^6(\eta)(\sin(\eta)u_{ss}(\eta) + 2\cos(\eta)u_s(\eta)) \frac{d\eta}{|\sin(s - \eta)|^{\alpha-1}}, & \alpha \neq 1.
\end{cases}
\]

(2.12)

### 2.1.3 Discretizing the mapped bounded domain

We discretize the interval \( s \in [0, \pi] \) in the nodes defined in (2.1):

\[ s_j = \frac{\pi(2j+1)}{2N} \iff x_j = L \cot \left( \frac{\pi(2j+1)}{2N} \right) \iff \psi_j = \cos \left( \frac{\pi(2j+1)}{2N} \right), \]
such that \( s_0 = \pi / (2N) \), \( s_{N-1} = \pi - \pi / (2N) \), \( s_{j+1} - s_j = \pi / N \), where \( 0 \leq j \leq N - 1 \), which divide the interval \([0, \pi]\) in \( N \) equally-spaced parts. Therefore, we avoid evaluating (2.11) directly at \( s = 0 \) and \( s = \pi \). Note that it is also possible to introduce a spacial shift in \( x \), i.e.,

\[
x = x_c + L \cot(s);
\]

so

\[
x_j = x_c + L \cot(s_j) = x_c + L \cot \left( \frac{\pi(2j+1)}{2N} \right),
\]

In general, along this thesis, whenever we write \( u(x_j) \), we refer to \( u(x) \) evaluated at \( x = x_j \), whereas, we write \( u(s_j) \) to refer to \( u(x(s)) \) evaluated at \( s_j \). Therefore, with some abuse of notation, \( u(s_j) \equiv u(x_j) \). Observe that the definition of \( s_j \) in (2.1) does not depend on \( x_c \), whereas the definition of \( x_j \) does, which makes it preferable to work with \( u(s_j) \). On the other hand, as mentioned above, since \( s \in [0, \pi] \), a cosine series expansion is enough to represent \( u(s) \). However, we rather consider a more general series expansion formed by \( e^{iks} \), with \( k \in \mathbb{Z} \), which is somehow easier to implement numerically:

\[
u(s) = \sum_{k=-\infty}^{\infty} \hat{u}(k)e^{iks}, \quad s \in [0, \pi].
\]

Hence, in order to determine the coefficients \( \hat{u}(k) \), we have to extend the definition of \( u(s) \) to \( s \in [0, 2\pi] \). Therefore, we discretize \([0, \pi]\) in \( 2N \) nodes, \( s_j = \pi(2j + 1)/(2N) \), \( 0 \leq j \leq 2N - 1 \). Note that an even expansion of \( u(s) \) at \( s = \pi \) will yield precisely a cosine series, while an odd extension will yield a sine series.

Since it is impossible to work with infinitely many frequencies, we approximate \( u(s) \) as

\[
u(s) \approx \sum_{k=-N}^{N-1} \hat{u}(k)e^{iks}, \quad s \in [0, 2\pi],
\]

which is a \( 2N \)-term approximation of a \( 2\pi \)-periodic function \( u \).

Then, taking \( 0 \leq j \leq 2N - 1 \) in (2.1), we adopt a pseudospectral approach to determine uniquely the \( 2N \) coefficients \( \hat{u}(k) \) in (2.14), i.e., we impose (2.14) to be an equality at \( s_j \):

\[
u(s_j) = \sum_{k=-N}^{N-1} \hat{u}(k)e^{iks_j} = \sum_{k=-N}^{N-1} \hat{u}(k)e^{ik\pi(2j+1)/(2N)}
= \sum_{k=0}^{N-1} \left[ \hat{u}(k)e^{ik\pi/(2N)} \right] e^{2ijk\pi/(2N)}
+ \sum_{k=N}^{2N-1} \left[ \hat{u}(k-2N)e^{i(k-2N)\pi/(2N)} \right] e^{2ijk\pi/(2N)}.
\]

(2.15)
2.1. Computation of the fractional Laplacian for regular functions

Equivalently, the coefficients \( \hat{u}(k) \) are given by

\[
\hat{u}(k) \equiv \frac{e^{-ik\pi/(2N)}}{2N} \sum_{j=0}^{2N-1} u(s_j)e^{-2ijk\pi/(2N)}. \tag{2.16}
\]

Note that the discrete Fourier transforms (2.15) and (2.16) can be computed very efficiently by means of the fast Fourier Transform (FFT) [3]. On the other hand, we apply systematically a Krasny filter [103], i.e., we set to zero all the Fourier coefficients \( \hat{u}(k) \) with modulus smaller than a fixed threshold, which in this thesis is the epsilon of the machine.

2.1.4 An explicit calculation of \((-\Delta)^{\alpha/2}e^{iks}\)

Since we are approximating \(u(s)\) by (2.14), the problem is reduced to computing \((-\Delta)^{\alpha/2}e^{iks}\). In this section, we will prove the following theorem:

**Theorem 2.1.2.** Let \( \alpha \in (0, 1) \cup (1, 2) \), then

\[
(-\Delta)^{\alpha/2}(e^{iks}) = \begin{cases} 
\frac{c_{\alpha}|\sin(s)|^{\alpha-1}}{8L^\alpha \tan(\frac{\pi}{2})} \sum_{l=-\infty}^{\infty} e^{il2ls}((1-\alpha)k^2 - 4kl) \\
\Gamma \left( \frac{-1+\alpha}{2} + |l| \right) \Gamma \left( \frac{-1-\alpha}{2} + \frac{k}{2} - l \right) \\
\Gamma \left( \frac{3-\alpha}{2} + |l| \right) \Gamma \left( \frac{3+\alpha}{2} + \frac{k}{2} - l \right), & k \text{ even}, \\
\end{cases}
\]

\[
\left(\frac{c_{\alpha}|\sin(s)|^{\alpha-1}}{8L^\alpha} \sum_{l=-\infty}^{\infty} e^{il2ls}((1-\alpha)k^2 - 4kl) \\
\cdot \text{sgn} \left( \frac{k}{2} - l \right) \Gamma \left( \frac{-1+\alpha}{2} + |l| \right) \Gamma \left( \frac{-1-\alpha}{2} + \frac{k}{2} - l \right) \right), & k \text{ odd}.
\]

Moreover, when \( \alpha = 1 \),

\[
(-\Delta)^{1/2}(e^{iks}) = \begin{cases} 
\frac{|k| \sin^2(s)}{L} e^{iks}, & k \text{ even}, \\
\frac{ik}{L\pi} \left( \frac{-2}{k^2 - 4} - \sum_{l=-\infty}^{\infty} \frac{4 \text{sgn}(l) e^{il2ls}}{(k-2l)((k-2l)^2 - 4)} \right), & k \text{ odd}.
\end{cases}
\tag{2.18}
\]

**Proof.** We prove first the case \( \alpha = 1 \). Introducing \( u(s) = e^{iks} \) in (2.12), we get

\[
(-\Delta)^{1/2}(e^{iks}) = \frac{ik \sin(s)}{L\pi} \int_{0}^{\pi} \frac{\sin(\eta) e^{i\kappa \eta}}{\sin(s - \eta)} d\eta.
\tag{2.19}
\]

...
When \( k \equiv 0 \mod 2 \),

\[
\int_0^\pi \frac{\sin(\eta)e^{ik\eta}}{\sin(s-\eta)} d\eta = -e^{iks} \cos(s) \int_0^\pi e^{ik\eta} d\eta - e^{iks} \int_0^\pi \frac{\cos(\eta)e^{ik\eta}}{\sin(\eta)} d\eta.
\]

The first integral is trivial, and the second can be calculated explicitly, too:

\[
\int_0^\pi \frac{\cos(\eta)e^{ik\eta}}{\sin(\eta)} d\eta = -\frac{1}{2} i \text{sgn}(k) \int_0^\pi \frac{\cos(\eta)}{\sin(\eta)} d\eta
\]

\[
= \begin{cases} 
0, & k = 0, \\
i \pi \text{sgn}(k) \sin(s), & k \in 2\mathbb{Z} \setminus \{0\};
\end{cases}
\]

which is easily proved by induction on \( 2N \), bearing into account that \( \sin(2\eta) = 2 \sin(\eta) \cos(\eta) \), and that \( \sin((|k| + 2)\eta) - \sin(|k|\eta) = 2 \sin(\eta) \cos((|k| + 1)\eta) \). Therefore,

\[
\int_0^\pi \frac{\sin(\eta)e^{ik\eta}}{\sin(s-\eta)} d\eta = \begin{cases} 
-\pi \cos(s), & k = 0, \\
i \pi \text{sgn}(k) \sin(s)e^{ik}, & k \in 2\mathbb{Z} \setminus \{0\};
\end{cases}
\]

from which follows the first part of (2.18). On the other hand, when \( k \equiv 1 \mod 2 \),

\( e^{ik\eta} \) is not periodic in \( \eta \in [0, \pi] \), and there seems to be no compact formula for \( (-\Delta)^{1/2}(e^{iks}) \), as in \( k \equiv 0 \mod 2 \). Hence, we have to consider a series expansion for \( (-\Delta)^{1/2}(e^{iks}) \); more precisely, we write

\[
\sin(s) \int_0^\pi \frac{\sin(\eta)e^{ik\eta}}{\sin(s-\eta)} d\eta = \sum_{l=-\infty}^{\infty} c_{kl} e^{il2s},
\]

with \( c_{kl} \) given by

\[
c_{kl} = \frac{1}{\pi} \int_0^\pi \left[ \sin(s) \int_0^\pi \frac{\sin(\eta)e^{ik\eta}}{\sin(s-\eta)} d\eta \right] e^{-il2s} ds
\]

\[
= \frac{1}{\pi} \int_0^\pi \sin(\eta) e^{ik\eta} \left[ \int_0^\pi \frac{\sin(s)e^{-il2s}}{\sin(s-\eta)} ds \right] d\eta,
\]

where we have changed the order of integration. The inner integral is given by (2.20):

\[
\int_0^\pi \frac{\sin(s)e^{-il2s}}{\sin(s-\eta)} ds = \begin{cases} 
\pi \cos(\eta), & l = 0, \\
i \pi \text{sgn}(l) \sin(\eta)e^{-il2\eta}, & l \in \mathbb{Z} \setminus \{0\}.
\end{cases}
\]

Hence,

\[
c_{kl} = \begin{cases} 
\int_0^\pi \sin(\eta) \cos(\eta)e^{ik\eta} d\eta = \frac{-2}{k^2 - 4}, & l = 0, \\
i \text{sgn}(l) \int_0^\pi \sin^2(\eta)e^{i(k-2l)\eta} d\eta = \frac{-4 \text{sgn}(l)(k-2l)((k-2l)^2 - 4)}{(k-2l)((k-2l)^2 - 4)}, & l \neq 0,
\end{cases}
\]
from which we conclude the second part of (2.18).

We consider now \( \alpha \neq 1 \). Introducing \( u(s) = e^{iks} \) in (2.12), we get

\[
(-\Delta)^{\alpha/2}(e^{iks}) = \frac{c_\alpha |\sin(s)|^{\alpha-1}}{L^{\alpha}(1-\alpha)} \int_0^\pi \frac{\sin^\alpha(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{ik\eta}}{|\sin(s-\eta)|^{\alpha-1}} d\eta. \tag{2.23}
\]

Then, as in (2.21), we consider a series expansion:

\[
\int_0^\pi \frac{\sin^\alpha(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{ik\eta}}{|\sin(s-\eta)|^{\alpha-1}} d\eta = \sum_{l=-\infty}^{\infty} d_{kl} e^{i2ls}, \tag{2.24}
\]

with \( d_{kl} \) given by

\[
d_{kl} = \frac{1}{\pi} \int_0^\pi \left[ \int_0^\pi \frac{\sin^\alpha(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{ik\eta}}{|\sin(s-\eta)|^{\alpha-1}} d\eta \right] e^{-i2ls} ds
\]

\[
= \frac{1}{\pi} \left[ \int_0^\pi \sin^\alpha(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{ik\eta} \left[ \int_0^\pi \frac{e^{-i2ls}}{|\sin(s-\eta)|^{\alpha-1}} ds \right] d\eta \right]
\]

\[
= \frac{1}{\pi} \left[ \int_0^\pi \frac{e^{-i2ls}}{\sin^\alpha(\eta)} ds \right] \left[ \int_0^\pi \sin^\alpha(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{i(k-2l)s} d\eta \right]
\]

\[
= \frac{1}{\pi} I_1 \cdot I_2, \tag{2.25}
\]

where we have changed again the order of integration. Integrals of the type of \( I_1 \) and \( I_2 \) can be explicitly calculated by means of standard complex-variable techniques (see, e.g., [104, p. 158], for a classic reference). On the other hand, we have used Mathematica [105], which computes them immediately (after, occasionally, very minor rewriting). The expression for \( I_1 \) is

\[
I_1 = \frac{e^{-i2\pi l}((2i)^{\alpha} + (-2i)^{\alpha}e^{2i\pi l})\pi \csc(\pi\alpha)\Gamma\left(-\frac{1+\alpha-2l}{2}\right)}{4\Gamma(-1+\alpha)\Gamma\left(\frac{3-\alpha-2l}{2}\right)}
\]

\[
= \frac{2^{\alpha-1} \cos\left(\frac{\pi\alpha}{2}\right)\Gamma(2-\alpha)\Gamma\left(-\frac{1+\alpha}{2} - l\right)}{\Gamma\left(\frac{3-\alpha}{2} - l\right)}, \tag{2.26}
\]

where we have used the well-known Euler’s reflection formula:

\[
\Gamma(z)\Gamma(1-z) = \frac{\pi}{\sin(\pi z)}.
\]
Moreover, applying twice Euler’s reflection formula,

\[
\frac{\Gamma(z)}{\Gamma(w)} = \frac{\Gamma(z)\Gamma(1 - z)\Gamma(1 - w)}{\Gamma(w)\Gamma(1 - w)\Gamma(1 - z)} = \frac{\sin(\pi w)\Gamma(1 - w)}{\sin(\pi z)\Gamma(1 - z)}.
\]

(2.27)

Therefore, for \( l \in \mathbb{Z} \),

\[
\frac{\Gamma\left(\frac{-1 + \alpha}{2} - l\right)}{\Gamma\left(\frac{3 - \alpha}{2} - l\right)} = \frac{\sin\left(\pi\left(\frac{3 - \alpha}{2} - l\right)\right)}{\sin\left(\pi\left(\frac{-1 + \alpha}{2} - l\right)\right)} \frac{\Gamma\left(1 - \left(\frac{3 - \alpha}{2} - l\right)\right)}{\Gamma\left(1 - \left(\frac{-1 + \alpha}{2} - l\right)\right)}
\]

\[
= \frac{\Gamma\left(\frac{-1 + \alpha}{2} + l\right)}{\Gamma\left(\frac{3 - \alpha}{2} + l\right)},
\]

(2.28)

so the value of \( l_1 \) does not depend on the sign of \( l \), and we can replace the appearances of \( l \) in (2.26) by \(-l, |l| \) or \(-|l|\). In this thesis, we consider the last option, getting

\[
I_1 = -\frac{2^{\alpha - 1}\cos\left(\frac{\pi\alpha}{2}\right)\Gamma(2 - \alpha)\Gamma\left(\frac{-1 + \alpha}{2} + |l|\right)}{\Gamma\left(\frac{3 - \alpha}{2} + |l|\right)},
\]

(2.29)

which is more convenient from an implementation point of view, as we will explain in Section 2.1.5. Likewise, the expression for \( I_2 \) is

\[
I_2 = -2^{2\alpha}e^{-\pi i(\alpha + 2l)/2}((-1)^k + e^{\pi i(\alpha + 2l)})
\]

\[
\frac{k((-1 + \alpha)k + 4l)\pi \csc(\pi\alpha)\Gamma\left(\frac{-1 + \alpha + k + 2l}{2}\right)}{\Gamma(-\alpha)\Gamma\left(\frac{3 + \alpha + k - 2l}{2}\right)}
\]

\[
= \begin{cases} 
\frac{\pi\alpha(1 - \alpha)((-1 + \alpha)k^2 + 4kl)\Gamma\left(-\frac{1 - \alpha}{2} + k - l\right)}{2^{2 + \alpha}\sin\left(\frac{\pi\alpha}{2}\right)\Gamma(2 - \alpha)\Gamma\left(3\frac{\alpha}{2} + \frac{k}{2} - l\right)}, & k \text{ even}, \\
\frac{\pi\alpha(1 - \alpha)((-1 + \alpha)k^2 + 4kl)\Gamma\left(-\frac{1 - \alpha}{2} + \frac{k}{2} - l\right)}{2^{2 + \alpha}\cos\left(\frac{\pi\alpha}{2}\right)\Gamma(2 - \alpha)\Gamma\left(3\frac{\alpha}{2} + \frac{k}{2} - l\right)}, & k \text{ odd}.
\end{cases}
\]

Then, applying again (2.27), we get expressions similar to (2.28):

\[
\frac{\Gamma\left(-\frac{1 - \alpha}{2} + k - l\right)}{\Gamma\left(3\frac{\alpha}{2} + \frac{k}{2} - l\right)} = \begin{cases} 
\frac{\Gamma\left(-\frac{1 - \alpha}{2} + \left(\frac{k}{2} - l\right)\right)}{\Gamma\left(3\frac{\alpha}{2} + \left(\frac{k}{2} - l\right)\right)}, & k \text{ even}, \\
\frac{\Gamma\left(-\frac{1 - \alpha}{2} + \left(\frac{k}{2} - l\right)\right)}{\Gamma\left(3\frac{\alpha}{2} + \left(\frac{k}{2} - l\right)\right)}, & k \text{ odd}.
\end{cases}
\]
Hence, we obtain an equivalent but more convenient expression of $I_2$, containing absolute values as in (2.29):

$$I_2 = \begin{cases} \pi \alpha (1 - \alpha) ((-1 + \alpha)k^2 + 4kl) \Gamma \left( \frac{-1+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) \\ 2^{\alpha} \sin \left( \frac{\pi \alpha}{2} \right) \Gamma (2 - \alpha) \Gamma \left( \frac{3+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) \end{cases}, \quad k \text{ even,}$$

$$i \operatorname{sgn} \left( \frac{k}{2} - l \right) \frac{\pi \alpha (1 - \alpha) ((-1 + \alpha)k^2 + 4kl) \Gamma \left( \frac{-1+\alpha}{2} + \left| \frac{k}{2} - l \right| \right)}{2^{\alpha} \cos \left( \frac{\pi \alpha}{2} \right) \Gamma (2 - \alpha) \Gamma \left( \frac{3+\alpha}{2} + \left| \frac{k}{2} - l \right| \right)}, \quad k \text{ odd.}$$

Putting (2.29) and (2.30) together,

$$d_{kl} = \begin{cases} \cot \left( \frac{\pi \alpha}{2} \right) \alpha (1 - \alpha) ((1 - \alpha)k^2 - 4kl) \\ \Gamma \left( \frac{-1+\alpha}{2} + |l| \right) \Gamma \left( \frac{-1+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) \\ 8 \Gamma \left( \frac{3+\alpha}{2} + |l| \right) \Gamma \left( \frac{3+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) \end{cases}, \quad k \text{ even,}$$

$$i \operatorname{sgn} \left( \frac{k}{2} - l \right) \alpha (1 - \alpha) ((1 - \alpha)k^2 - 4kl) \\ \Gamma \left( \frac{-1+\alpha}{2} + |l| \right) \Gamma \left( \frac{-1+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) \\ 8 \Gamma \left( \frac{3+\alpha}{2} + |l| \right) \Gamma \left( \frac{3+\alpha}{2} + \left| \frac{k}{2} - l \right| \right), \quad k \text{ odd.}$$

Therefore, bearing in mind (2.23) and (2.24), we get (2.17), which concludes the proof of the theorem.

Remark: under the change of variable $x = \cot(s)$, the cosine-like and sine-like Higgins functions [7] are precisely $\cos(2ks)$ and $\sin((2k + 2)s)$, which are eigenfunctions of the Hilbert transform [64]. Therefore, the first part of (2.18) follows also from the results in [64]. Note that we will study the fractional Laplacian of the Higgins functions in detail in Chapter 3.

### 2.1.5 Constructing an operational matrix

As explained above, in order to compute $(-\Delta)^{\alpha/2}u(x)$ for a given function $u(x)$, we first represent it as (2.14), then we apply Theorem 2.1.2 to each basic function $e^{iks}$. In this work, we have opted for a matrix approach, i.e., we have constructed a
differencing matrix $M_\alpha \in \mathcal{M}_{(2N) \times (2N)}(\mathbb{C})$ based on Theorem 2.1.2, such that
\[
\begin{pmatrix}
(-\Delta)^{\alpha/2}u(s_0) \\
\vdots \\
(-\Delta)^{\alpha/2}u(s_{2N-1})
\end{pmatrix}
\approx M_\alpha \cdot
\begin{pmatrix}
\hat{u}(0) \\
\vdots \\
\hat{u}(N-1) \\
\hat{u}(-N) \\
\hat{u}(-1)
\end{pmatrix},
\]
(2.32)
where the nodes $s_j$ are defined in (2.1). It is vital to underline that, by choosing the appropriate strategy, the speed in the construction of $M_\alpha$, and therefore, in the numerical computation of $(-\Delta)^{\alpha/2}u(x)$, can be increased by several orders of magnitude. Furthermore, that matrix needs to be computed just once, and then be reused whenever needed.

In order to generate $M_\alpha$, we compute $(-\Delta)^{\alpha/2}(e^{iks})$ according to Theorem 2.1.2, for $k \in \{-N, \ldots, N-1\}$. However, from (2.12), $(-\Delta)^{\alpha/2}(e^{0s}) = (-\Delta)^{\alpha/2}(1) = 0$, and $(-\Delta)^{\alpha/2}(e^{iks}) = (-\Delta)^{\alpha/2}(e^{-iks})$, so we only need to calculate the cases with $k > 0$. Remark that the $N+1$th column could be assigned either $(-\Delta)^{\alpha/2}(e^{-iNs})$ or $(-\Delta)^{\alpha/2}(e^{iNs})$; in order to avoid choosing between one or the other, we fill it with zeros. Therefore, in order to create $M_\alpha$, we only need to consider $k \in \{1, \ldots, N-1\}$

Note that the implementation of Theorem 2.1.2 offers two difficulties: the need to evaluate the gamma function a very large number of times when $\alpha \neq 0$, and the fact that $l$ is taken all over $\mathbb{Z}$.

With respect to the gamma function, a fast and accurate implementation is usually available in every major scientific environment, such as MATLAB [8], which we use in this thesis. More precisely, in MATLAB, it is computed by the command $\text{gamma}$, which is based on algorithms outlined in [106]. However, using solely $\text{gamma}$ to evaluate (2.17) is not numerically stable, because of the quick growth of $\text{gamma}$ (for instance, \text{gamma}(172) yields infinity); therefore, even for rather small values of $l$, we get spurious NaN results, because we are dividing infinity by infinity. One possible solution would be to use the command \text{MATLAB gamma1n}, which computes the natural logarithm of the gamma function, $\ln \Gamma$, i.e., the so-called log-gamma function:

\[
\frac{\Gamma \left( \frac{-1+\alpha}{2} + |l| \right) \Gamma \left( \frac{1-\alpha}{2} + \left| \frac{k}{2} - l \right| \right)}{\Gamma \left( \frac{3-\alpha}{2} + |l| \right) \Gamma \left( \frac{3+\alpha}{2} + \left| \frac{k}{2} - l \right| \right)} = \exp \left[ \ln \Gamma \left( \frac{1-\alpha}{2} + |l| \right) + \ln \Gamma \left( \frac{-1+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) - \ln \Gamma \left( \frac{3-\alpha}{2} + |l| \right) - \ln \Gamma \left( \frac{3+\alpha}{2} + \left| \frac{k}{2} - l \right| \right) \right];
\]
bear in mind that $\text{gamma1n}$ is not defined for negative values, so minor rewriting would be necessary in a few cases. However, in general, a much more convenient
solution is to use the basic property $\Gamma(z + 1) = z\Gamma(z)$:
\[
\frac{\Gamma\left(\frac{-1+\alpha}{2} + |l|\right)}{\Gamma\left(\frac{3-\alpha}{2} + |l|\right)} = \frac{-3+\alpha + |l|}{1-\alpha + |l|} \cdot \frac{\Gamma\left(\frac{-3+\alpha}{2} + |l|\right)}{\Gamma\left(\frac{1-\alpha}{2} + |l|\right)},
\]
\[
\frac{\Gamma\left(\frac{-1}{2} + \frac{k}{2} - |l|\right)}{\Gamma\left(\frac{3+\alpha}{2} + \frac{k}{2} - |l|\right)} = \frac{-3+\alpha + \frac{k}{2} - |l|}{1-\alpha + \frac{k}{2} - |l|} \cdot \frac{\Gamma\left(\frac{-3+\alpha}{2} + \frac{k}{2} - |l|\right)}{\Gamma\left(\frac{1+\alpha}{2} + \frac{k}{2} - |l|\right)},
\]
where we consider separately the expressions containing $|l|$, and those containing $|k/2 - l|$, because, for $|l| \gg 1$,
\[
\frac{-3+\alpha + |l|}{1-\alpha + |l|} \approx 1,
\quad \frac{-3+\alpha + \frac{k}{2} - |l|}{1-\alpha + \frac{k}{2} - |l|} \approx 1,
\]
so the factorizations in (2.33) are extremely stable from a numerical point of view. We apply recursively (2.33), until $|l| = 0$, and $|k/2 - l| = 0$ (if $k$ even) or $|k/2 - l| = 1/2$ (if $k$ odd). Therefore, for any $l$ and $k$, the evaluations of $\Gamma$ needed to compute the left-hand sides of (2.33) are just those in the quotients $\Gamma((-1 + \alpha)/2)/\Gamma((3 - \alpha)/2)$, $\Gamma((-1 - \alpha)/2)/\Gamma((3 + \alpha)/2)$ (if $k$ even), and $\Gamma(-\alpha/2)/\Gamma(2 + \alpha/2)$ (if $k$ odd). Hence, taking into account that $\Gamma$ appears also in the definition of $c_\alpha$, it follows that the global number of evaluations of $\Gamma$ needed to compute (2.17) is very small, although, unfortunately, it does not seem possible to remove completely all the evaluations of $\Gamma$.

Bearing in mind the previous arguments, in order to approximate (2.17), we precompute recursively the right-hand sides of (2.33) for a large enough number of values, then store them in their respective vectors:
\[
\frac{\Gamma\left(\frac{-1+\alpha}{2} + |l|\right)}{\Gamma\left(\frac{3-\alpha}{2} + |l|\right)} = \frac{\Gamma\left(\frac{-1+\alpha}{2}\right)}{\Gamma\left(\frac{3-\alpha}{2}\right)} \prod_{m=0}^{\lfloor |l| / 2 \rfloor - 1} \frac{\frac{-1+\alpha}{2} + m}{\frac{3-\alpha}{2} + m}, \quad \forall |l| \in \mathbb{N},
\]
\[
\frac{\Gamma\left(\frac{-1}{2} + \frac{k}{2} - |l|\right)}{\Gamma\left(\frac{3+\alpha}{2} + \frac{k}{2} - |l|\right)} = \frac{\Gamma\left(\frac{-1}{2}\right)}{\Gamma\left(\frac{3+\alpha}{2}\right)} \prod_{m=0}^{\lfloor |l| / 2 \rfloor - 1} \frac{\frac{-1}{2} + m}{\frac{3+\alpha}{2} + m}, \quad \forall |l| \in \mathbb{N},
\]
\[
\frac{\Gamma\left(\frac{-\alpha}{2} + \frac{k}{2} - |l|\right)}{\Gamma\left(2 + \frac{\alpha}{2} + |l|\right)} = \frac{\Gamma\left(\frac{-\alpha}{2}\right)}{\Gamma\left(2 + \frac{\alpha}{2}\right)} \prod_{m=0}^{\lfloor |l| / 2 \rfloor - 1} \frac{\frac{-\alpha}{2} + m}{\frac{2}{2} + \frac{\alpha}{2} + m}, \quad \forall |l| \in \mathbb{N},
\]
where the second expression is used in the cases with $k$ even, and the third one, in the cases with $k$ odd. Remark that the usage of absolute values makes trivial the computational evaluation of the vectors thus generated, because $|l| + 1, |k/2 - l| + 1$ (if $k$ even), and $|k/2 - l| + 1/2$ (if $k$ odd) are precisely their respective indices.

With respect to $l$ spanning $\mathbb{Z}$, we decompose it as $l = l_1 N + l_2$, with $l_1 \in \mathbb{Z}$, and $l_2 \in \{-N/2, \ldots, N/2 - 1\}$ (if $N$ even), or $l_2 \in \{-(N - 1)/2, \ldots, (N - 1)/2\}$ (if $N$
odd), i.e., \( l_2 \in \{ -\lfloor N/2 \rfloor, \ldots, \lceil N/2 \rceil - 1 \} \), considering both cases together. Note that we take \( l_2 \) between \( -\lfloor N/2 \rfloor \) and \( \lceil N/2 \rceil - 1 \), rather than between 0 and \( N - 1 \), because the numerical results appear to be slightly more accurate in that way. Then, we observe that
\[
e^{i2l_s j} = e^{2(l_1 N + l_2) \pi (2j + 1)/(2N)} = (-1)^l_1 e^{i2l_s j},
\]
i.e., aliasing occurs when evaluating \( e^{i2l_s} \) in the actual nodes. Therefore, we truncate \( l_1 \), i.e., take \( l_1 \in \{-l_{lim}, \ldots, l_{lim}\} \), for \( l_{lim} \) a large nonnegative integer. Then, (2.17) becomes
\[
(-\Delta)^{\alpha/2}(\varepsilon^{i k s_j}) \approx \begin{cases} 
\frac{c_a |\sin(s_j)|^{\alpha-1}}{8L^\alpha \tan(\frac{\pi \alpha}{2})} \sum_{l_2=\lfloor N/2 \rfloor}^{\lceil N/2 \rceil - 1} \left[ \sum_{l_1=-l_{lim}}^{l_{lim}} a_{k,l_1,l_2} \right] e^{i2l_2 s_j}, & k \text{ even}, \\
\frac{c_a |\sin(s_j)|^{\alpha-1}}{8L^\alpha} \sum_{l_2=\lfloor N/2 \rfloor}^{\lceil N/2 \rceil - 1} \left[ \sum_{l_1=-l_{lim}}^{l_{lim}} a_{k,l_1,l_2} \right] e^{i2l_2 s_j}, & k \text{ odd},
\end{cases}
\]
where
\[
a_{k,l_1,l_2} = \begin{cases} 
(-1)^{(1-\alpha) k^2 - 4k(\lfloor \frac{l_1 N + l_2}{} \rfloor)} \frac{\Gamma \left( -\frac{1+\alpha}{2} + \lfloor \frac{l_1 N + l_2}{} \rfloor \right) \Gamma \left( -\frac{1-\alpha}{2} + \lceil \frac{k}{2} - \lfloor \frac{l_1 N - l_2}{} \rfloor \rceil \right)}{\Gamma \left( \frac{3+\alpha}{2} + \lfloor \frac{l_1 N + l_2}{} \rfloor \right) \Gamma \left( \frac{3-\alpha}{2} + \lceil \frac{k}{2} - \lfloor \frac{l_1 N - l_2}{} \rfloor \rceil \right)}, & k \text{ even}, \\
(-1)^{(1-\alpha) k^2 - 4k(\lfloor \frac{l_1 N + l_2}{} \rfloor)} \frac{\Gamma \left( -\frac{1+\alpha}{2} + \lfloor \frac{l_1 N + l_2}{} \rfloor \right) \Gamma \left( -\frac{1-\alpha}{2} + \lceil \frac{k}{2} - \lfloor \frac{l_1 N - l_2}{} \rfloor \rceil \right)}{\Gamma \left( \frac{3+\alpha}{2} + \lfloor \frac{l_1 N + l_2}{} \rfloor \right) \Gamma \left( \frac{3-\alpha}{2} + \lceil \frac{k}{2} - \lfloor \frac{l_1 N - l_2}{} \rfloor \rceil \right)}, & k \text{ odd}.
\end{cases}
\]
In this way, since we have used (2.34) to precompute the appearances of \( \Gamma \) and have stored them in three vectors, the computation of
\[
\sum_{l_1=-l_{lim}}^{l_{lim}} a_{k,l_1,l_2}
\]
is reduced to sums and products and can be done in a very efficient way. Remark that, from the decomposition \( l = l_1 N + l_2 \), it follows that, in order to generate the whole matrix \( M_\alpha \), the minimum length of the vectors generated from (2.34) is respectively \( l_{lim} N + \lfloor N/2 \rfloor + 1 \), \( l_{lim} N + 2\lfloor N/2 \rfloor \) and \( l_{lim} N + N \).

Finally, we perform the sum over \( l_2 \) in (2.35). Since
\[
e^{i2l_2 s_{N-1-j}} = e^{-i2l_2 s_j}, \quad e^{i2l_2 s_{j+N}} = e^{i2l_2 s_j},
\]
it is enough to compute (2.35), for with \( j \in \{0, \ldots, \lfloor N/2 \rfloor - 1 \} \), and extend the results until \( j = 2N - 1 \), by means of those symmetries. Alternatively, it is possible
to use the FFT, too.

Let us finish this section by mentioning that the case $\alpha = 1$ in (2.18) presents no difficulty. When $k$ is even, it is trivial to implement, and when $k$ is odd, we factorize and truncate $l$, as when $\alpha \neq 1$, obtaining

\[
(-\Delta)^{1/2}(e^{iksj}) \approx \begin{cases} 
\frac{|k| \sin^2(js_j)}{L} e^{iks_j}, & k \text{ even,} \\
\frac{ik}{L\pi} \left( -\frac{2}{k^2 - 4} - \sum_{l_2=-[N/2]}^{[N/2]-1} \sum_{l_1=-l_{\text{lim}}}^{l_{\text{lim}}} b_{k,l_1,l_2} e^{i2l_2s_j} \right), & k \text{ odd,}
\end{cases}
\]

with

\[
b_{k,l_1,l_2} = \frac{4(-1)^{l_1} \text{sgn}(l_1N + l_2)}{(k - 2(l_1N + l_2))((k - 2(l_1N + l_2))^2 - 4)}.
\]

### 2.1.6 Some remarks on the convergence of the method

Assuming that the errors due to the floating point representation, evaluation of the involved functions, etc., are negligible, there are only two sources of error in the proposed method. On the one hand, we have the error in the numerical approximation of $(-\Delta)^{\alpha/2}(e^{iks})$ as defined in (2.19), when $\alpha = 1$, and (2.23), when $\alpha \neq 1$; and, on the other hand, the error due to the expansion of $u(s)$ as a Fourier series. With respect to the former, the error comes exclusively from truncating $l$ in (2.21), when $\alpha = 1$ and $k$ is odd (recall that the case with $\alpha = 1$ and $k$ even has a simple, exact form) or (2.24), when $\alpha \neq 1$.

The convergence of the case with $\alpha = 1$, $k$ odd, is simple to establish. Indeed, for a fixed value of $k$, from (2.21) and (2.22), taking $l_a, l_b \in \mathbb{N}$,

\[
\left| \sin(s) \int_0^\pi \frac{\sin(\eta)e^{ik\eta}}{\sin(s - \eta)} d\eta - \sum_{l=-l_a}^{l_b} c_{kl} e^{i2ls} \right| = \left| \sum_{l=-\infty}^{-l_a-1} c_{kl} + \sum_{l=l_b+1}^{\infty} c_{kl} e^{i2ls} \right| \\
\leq \sum_{l=-\infty}^{-l_a-1} |c_{kl}| + \sum_{l=l_b+1}^{\infty} |c_{kl}| \\
= \sum_{l=-\infty}^{-l_a-1} \frac{4}{|k - 2l| |(k - 2l)^2 - 4|} + \sum_{l=l_b+1}^{\infty} \frac{4}{|k - 2l| |(k - 2l)^2 - 4|}.
\]

(2.37)

Note that these bounds are not intended to be sharp, but they are enough to justify convergence (this is also valid for the case $\alpha \neq 0$ below). Now, remark that, when $\beta > 1$, for $N = 2, 3, \ldots$,

\[
\frac{1}{(\beta - 1)N^{\beta-1}} = \int_N^\infty \frac{dx}{x^\beta} \leq \sum_{n=N}^\infty \frac{1}{n^\beta} \leq \int_1^\infty \frac{dx}{x^\beta} = \frac{1}{(\beta - 1)(N - 1)^{\beta-1}}.
\]
where the sum is precisely the upper Riemann sum at the points \( x = N, N + 1, \ldots \) of the integral on the left-hand side, and the lower Riemann sum at the points \( x = N - 1, N, \ldots \) of the integral on the right-hand side. Therefore,

\[
\int_N^{\infty} \frac{dx}{x^\beta} = O \left( \frac{1}{N^{\beta - 1}} \right),
\]

and, from (2.37), we conclude that

\[
\left| \sin(s) \int_0^{\pi} \frac{\sin(\eta)e^{ik\eta}}{\sin(s-\eta)} d\eta - \sum_{l=-l_a}^{l_b} c_{kl} e^{2i\ell_s} \right| = O \left( \frac{1}{l_{\alpha}} \right) + O \left( \frac{1}{l_b} \right),
\]

which guarantees the convergence of (2.36), as \( l_{\text{lim}} \) tends to infinity.

Regarding the case with \( \alpha \neq 1 \), for a fixed value of \( k \), from (2.24) and (2.31), reasoning as in the case with \( \alpha = 1 \), we have

\[
\left| \int_0^{\pi} \frac{\sin^\alpha(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{ik\eta}}{\sin(s-\eta)^{\alpha - 1}} d\eta - \sum_{l=-l_a}^{l_b} d_{kl} e^{2i\ell_s} \right| \\
\leq \sum_{l=-\infty}^{-l_{\alpha} - 1} |d_{kl}| + \sum_{l=l_{\alpha} + 1}^{\infty} |d_{kl}|.
\]

In order to obtain how \( d_{kl} \) decays with \( l \), we use Stirling’s formula for the gamma function [107]:

\[
\Gamma(x) \sim x^{x-1}e^{-x}\sqrt{2\pi x}, \quad x \gg 1,
\]

to substitute the occurrences of the gamma function in (2.31) with their asymptotic equivalents:

\[
\frac{\Gamma \left( \frac{-1-\alpha}{2} + |l| \right)}{\Gamma \left( \frac{3-\alpha}{2} + |l| \right)} \frac{\Gamma \left( \frac{-1-\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor \right)}{\Gamma \left( \frac{3-\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor \right)} \sim l \left( \frac{-1-\alpha + |l|}{\frac{3-\alpha}{2} + |l|} \right)^{\frac{-3+\alpha}{2} + |l|} e^{\frac{1-\alpha}{2} - |l|} \sqrt{2\pi \left( \frac{-1-\alpha}{2} + |l| \right)}
\]

\[
\frac{\Gamma \left( \frac{-1-\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor \right)}{\Gamma \left( \frac{3-\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor \right)} \sim l \left( \frac{-1-\alpha + \left\lfloor \frac{k}{2} - |l| \right\rfloor}{\frac{3-\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor} \right)^{\frac{-3+\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor} e^{\frac{1+\alpha}{2} - \left\lfloor \frac{k}{2} - |l| \right\rfloor} \sqrt{2\pi \left( \frac{-1-\alpha}{2} + \left\lfloor \frac{k}{2} - |l| \right\rfloor \right)}.
\]
Therefore, when $|l| \gg 1$,
\[
\frac{\Gamma \left( \frac{3-\alpha}{2} + |l| \right) \Gamma \left( \frac{3+\alpha}{2} + |l| \right)}{\Gamma \left( \frac{3-\alpha}{2} + |l| \right) \Gamma \left( \frac{3+\alpha}{2} + |l| \right)} = \mathcal{O} \left( \frac{1}{l^3} \right),
\]
and (2.39) becomes
\[
\left| \int_0^{\pi} \frac{\sin^a(\eta)(-k^2 \sin(\eta) + 2ik \cos(\eta))e^{ik\eta}}{\sin(s-\eta)^{a-1}}d\eta - \sum_{l=\pm l_a}^{l_b} d_{kl}e^{i2ls} \right| = \mathcal{O} \left( \frac{1}{l_a^2} \right) + \mathcal{O} \left( \frac{1}{l_b^2} \right),
\]
which guarantees the convergence of (2.35), as $l \to \infty$.

In what respects the expansion of a given function $u(s)$ as a Fourier series, recall that, under the change of variable $x = L \cot(s)$, $u(x)$ becomes $u(s)$, with $s \in [0, \pi]$, and we have to extend it to $s \in [0, 2\pi]$. Even if there are infinitely many ways to extend a function defined over half a period to the whole period, we comment here only on the most common option, which is an even extension at $s = \pi$. Such extension gives rise to a series of cosines, which is equivalent to expanding $u(x)$ as a series of rational Chebyshev functions $T_{B_k}(x)$ defined in (2.8). As mentioned above, this family of functions is very adequate to represent regular functions having different types of decay at infinity [63], or, in other words, we may write
\[
u(x) \equiv \sum_{k=0}^{\infty} a_k T_{B_k}(x), \quad \forall x \in \mathbb{R}, \tag{2.40}
\]
with the coefficients $a_k$ decaying fast enough for a variety of functions; we refer the reader to [2], and the references therein (especially, [2, Table 17.4]), for a detailed account on the applicability of $\{T_{B_k}(x)\}$. Furthermore, the fact that the right-hand side of (2.40) converges to $u(x)$ implies automatically that the method proposed in this chapter converges to $(-\Delta)^{\alpha/2}u(x)$, too.

In the following section, we consider a few examples that clarify several aspects related to convergence.

### 2.2 Numerical tests

In this section, we take $x_c = 0$ in (2.13), because the test functions are symmetrical with respect to the origin. We have first considered two functions with polynomial decay:
\[
u_1(x) = \frac{x^2 - 1}{x^2 + 1}, \quad \nu_2(x) = \frac{2x}{x^2 + 1'},
\]
where the first one tends to 1 as $\mathcal{O}(1/x^2)$, whereas the second one tends to 0 as $\mathcal{O}(1/x)$. The choice of these two functions has also been motivated by the fact that, under the change of variable $x = \cot(s)$, with $L = 1$, they become respectively
$u_1(s) = \cos(2s)$ and $u_2(s) = \sin(2s)$, i.e., the real and imaginary parts of $e^{i2s}$, so we have computed the fractional Laplacian of $u_1(x) + iu_2(x)$. Using MATHEMATICA applied to (2.6), and further simplifying the result by hand, we get

$$(-\Delta)^{\alpha/2}(u_1(x) + iu_2(x)) = -\frac{2\Gamma(1 + \alpha)}{(1 + ix)^{1+\alpha}},$$

or, in the $s$ variable,

$$(-\Delta)^{\alpha/2}(e^{i2s}) = -\frac{2\Gamma(1 + \alpha)}{(1 + i\cot(s))^{1+\alpha}} = -2\Gamma(1 + \alpha)(-i\sin(s)e^{is})^{1+\alpha};$$  \hspace{1cm} (2.41)

note that, when $\alpha = 1$, we recover (2.18). In general, as we will see in Chapter 3, it is possible to compute explicitly $(-\Delta)^{\alpha/2}(e^{iks})$ when $k$ is even (and, indeed, we will compute $(-\Delta)^{\alpha/2}(e^{iks})$ also using analytic techniques), although the complexity of the resulting expressions quickly grows with $k$. On the other hand, we have been unable to obtain a compact formula for $(-\Delta)^{\alpha/2}(e^{iks})$, when $k$ is odd, either by hand or using symbolic computation.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$l_{\text{lim}}$</th>
<th>$l_{\text{total}}$</th>
<th>Error</th>
<th>$l_{\text{lim}}$</th>
<th>$l_{\text{total}}$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>300</td>
<td>4244</td>
<td>4.8893 · 10^{-12}</td>
<td>530</td>
<td>4244</td>
<td>5.0268 · 10^{-13}</td>
</tr>
<tr>
<td>8</td>
<td>240</td>
<td>6888</td>
<td>4.9423 · 10^{-12}</td>
<td>430</td>
<td>6888</td>
<td>4.8097 · 10^{-13}</td>
</tr>
<tr>
<td>16</td>
<td>200</td>
<td>11536</td>
<td>4.8413 · 10^{-12}</td>
<td>360</td>
<td>11536</td>
<td>4.9461 · 10^{-13}</td>
</tr>
<tr>
<td>32</td>
<td>170</td>
<td>19232</td>
<td>4.5606 · 10^{-12}</td>
<td>300</td>
<td>19232</td>
<td>5.0138 · 10^{-13}</td>
</tr>
<tr>
<td>64</td>
<td>140</td>
<td>32064</td>
<td>4.9236 · 10^{-12}</td>
<td>250</td>
<td>32064</td>
<td>5.0184 · 10^{-13}</td>
</tr>
<tr>
<td>128</td>
<td>120</td>
<td>53888</td>
<td>4.5427 · 10^{-12}</td>
<td>210</td>
<td>53888</td>
<td>5.0219 · 10^{-13}</td>
</tr>
<tr>
<td>256</td>
<td>100</td>
<td>92416</td>
<td>4.6956 · 10^{-12}</td>
<td>180</td>
<td>92416</td>
<td>5.0570 · 10^{-13}</td>
</tr>
<tr>
<td>512</td>
<td>80</td>
<td>154112</td>
<td>5.7013 · 10^{-12}</td>
<td>150</td>
<td>154112</td>
<td>5.0823 · 10^{-13}</td>
</tr>
<tr>
<td>1024</td>
<td>70</td>
<td>287744</td>
<td>4.8721 · 10^{-12}</td>
<td>140</td>
<td>287744</td>
<td>5.2887 · 10^{-13}</td>
</tr>
</tbody>
</table>

Table 2.1: Maximum global error, given by (2.42), between the numerical approximation of $(-\Delta)^{\alpha/2}(e^{iks})$, given by (2.35), and its exact value, given by (2.41). We have considered different values of $N$ and, for each $N$, a couple of values of $l_{\text{lim}}$. For comparison purposes, we also offer the total number of values of $l$ considered, $l_{\text{total}} \equiv (2l_{\text{lim}} + 1)N$.

Taking different values of $N$ and $l_{\text{lim}}$, we have approximated $(-\Delta)^{\alpha/2}(e^{iks})$ numerically, which we denote as $[(-\Delta)^{\alpha/2}]_{\text{num}}(e^{iks})$, by means of (2.35), without generating the whole matrix $M_{\alpha}$, for $\alpha \in \{0.01, 0.02, \ldots, 1.99\}$, except for the case $\alpha = 1$, which is trivial (altogether, 1998 different values of $\alpha$). Then, we have compared the results with their exact value of $[(-\Delta)^{\alpha/2}]_{\text{exact}}(e^{iks})$ given by (2.41), and computed the discrete $L^\infty$-norm of the error as a function of $\alpha$. In Table 2.1, we show the maximum global value of the norm considering all $\alpha$, i.e.,

$$\max_{\alpha} \| [(-\Delta)^{\alpha/2}]_{\text{num}}(e^{iks}) - [(-\Delta)^{\alpha/2}]_{\text{exact}}(e^{iks}) \| = \max_{\alpha} \max_{j} \| [(-\Delta)^{\alpha/2}]_{\text{num}}(e^{iks}) - [(-\Delta)^{\alpha/2}]_{\text{exact}}(e^{iks}) \|,$$  \hspace{1cm} (2.42)
2.2. Numerical tests

for different values of \( N \) and \( l_{\text{lim}} \). For comparison, we also offer \( l_{\text{total}} \equiv (2l_{\text{lim}} + 1)N \), which is the exact number of values of \( l \) taken, i.e., \( l \in \{-l_{\text{total}}/2, \ldots, l_{\text{total}}/2 - 1\} \). The results reveal that the value of \( l_{\text{lim}} \) necessary to achieve an error of the order of \( 5 \cdot 10^{-13} \) slowly decreases as \( N \) is doubled, but, more importantly, the accuracy of the method does not deteriorate, as \( N \) increases.

In order to better understand the choice of \( l_{\text{lim}} \) on the accuracy of the results, we have approximated \((-\Delta)^{\alpha/2}(e^{i2s})\), for \( l_{\text{lim}} \in \{0, 1, \ldots, 1000\} \), and have plotted in Figure 2.1 the corresponding maximum global error given by (2.42). As we can see, the errors quickly decay from \( l_{\text{lim}} = 0 \), with an error of \( 3.1960 \cdot 10^{-3} \), to \( l_{\text{lim}} = 210 \), with an error of \( 5.0219 \cdot 10^{-13} \), from which it remains constant up to infinitesimal variations. This is important, because it shows that (2.35) is numerically stable, even for larger values of \( l_{\text{lim}} \). A practical consequence of this is that, in case of doubt, it is safe to take a rather large value of \( l_{\text{lim}} \).

\[
\begin{align*}
\text{Figure 2.1: Maximum global error for } N = 128, \text{ as a function of } l_{\text{lim}}.
\end{align*}
\]

Let us consider now a function with Gaussian decay,

\[
u_3 = \exp(-x^2),
\]

such that (see, for instance, [11, pp. 29-30])

\[
(-\Delta)^{\alpha/2}u_3(x) = \frac{2^\alpha \Gamma(1/2 + \alpha/2)}{\sqrt{\pi}} {}_1F_1(1/2 + \alpha/2, 1/2, -x^2), \tag{2.43}
\]

where \( {}_1F_1 \) is the Kummer confluent hypergeometric function (see for instance [4, Ch. 13]), which can be evaluated, among others, by MATLAB (with the command \texttt{hypergeom}) and MATHEMATICA (with the command \texttt{Hypergeometric1F1}), even if its evaluation is extremely time-consuming.

In this example, we have generated the whole matrix \( M_\alpha \) applied to the Fourier expansion (2.14) of \( u_3(s) \), as in (2.32). Remember that, since \( s \in [0, \pi] \), we have to extend it to \( s \in [0, 2\pi] \). In general, the most common option is an even extension at \( s = \pi \), which yields a function that is at least continuous in \( s \in [0, 2\pi] \), and
can be represented as a cosine series in $s$. However, in some cases, there are extensions that are smoother than the even one (see v.g. [108] and [109]), causing the Fourier coefficients in (2.14) to decay faster. This is not a minor point, because, even if $(-\Delta)^{\alpha/2}(e^{iks})$ can be computed accurately, as we have proved in Section 2.1.6 and confirmed in the previous example, the overall quality of the results depends also on the adequacy of the representation (2.14).

<table>
<thead>
<tr>
<th>$N$</th>
<th>Error (even)</th>
<th>Error (odd)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>$3.8426 \cdot 10^{-1}$</td>
<td>$4.8492 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>8</td>
<td>$1.1222 \cdot 10^{-1}$</td>
<td>$1.3210 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>16</td>
<td>$1.4269 \cdot 10^{-2}$</td>
<td>$1.7825 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>32</td>
<td>$4.0393 \cdot 10^{-4}$</td>
<td>$4.7926 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>64</td>
<td>$1.4351 \cdot 10^{-6}$</td>
<td>$1.6891 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>128</td>
<td>$1.5947 \cdot 10^{-10}$</td>
<td>$1.8755 \cdot 10^{-10}$</td>
</tr>
<tr>
<td>256</td>
<td>$8.3982 \cdot 10^{-12}$</td>
<td>$2.5453 \cdot 10^{-11}$</td>
</tr>
</tbody>
</table>

Table 2.2: Maximum global error, between the numerical approximation of $(-\Delta)^{\alpha/2}(e^{-x^2})$, and its exact value, given by (2.43), for different values of $N$, considering an even extension and an odd extension. $l_{lim} = 500$.

In this example, since $u_3(x)$ tends to zero as $x \to \pm \infty$ (or $s \to 0^+$ and $s \to \pi^-$), we have considered both an even and an odd extension at $s = \pi$, i.e., such that $u_3(\pi^+) = u_3(\pi^-)$ and $u_3(\pi^+) = -u_3(\pi^-)$, respectively. For this function, in the even case, we also have that $u_3(s + \pi) = u_3(s)$, which implies that only even frequencies appear in (2.14); whereas in the odd case, $u_3(s + \pi) = -u_3(s)$, so only odd frequencies appear in (2.14). As a consequence, besides comparing two types of extensions, we are also testing the even and odd cases in (2.35) and (2.36).

We have approximated $(-\Delta)^{\alpha/2}u_3(x)$ for $\alpha \in \{0.01, 0.02, \ldots, 1.99\}$ (including the case $\alpha = 1$), for $L = 1, l_{lim} = 500$, and different values of $N$. In Table 2.2, we give the maximum global errors computed as in (2.42). As we can see, the even extension provides only slightly better results, and the errors quickly decays, as $N$ increase.

Even if we have taken so far $L = 1$, this is usually by no means the best option, as we can see in Figure 2.2, where we have plotted the maximum global error for $N = 64$, and $L \in \{0.1, 0.2, \ldots, 10\}$. The results for the even extension and the odd extension are again similar, and the best errors are achieved in both cases at $L = 4.6$, and are respectively $3.8400 \cdot 10^{-13}$ and $3.9466 \cdot 10^{-13}$. Therefore, a good choice of $L$ can improve drastically the accuracy of the results.

Although there are some theoretical results [110], the optimal value of $L$ depends on more than one factor: number of points, class of functions, type of problem, etc (see also [63, 100]). For instance, in the case of $(-\Delta)^{\alpha/2}$, the best choice of $L$ might depend on $\alpha$, too. However, a good working rule of thumb seems to be that the absolute value of a given function at the extreme grid points is smaller than a threshold. On the other hand, the Fourier representation (2.14), together with (2.13), makes straightforward to change $L$ (and $x_c$ or $N$), which can be convenient in evolution problems. Let us recall that, given a function $u(x)$, we are considering a
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Figure 2.2: Maximum global error for $N = 64$, and different values of $L$: $L \in \{0.1, 0.2, \ldots, 10\}$, considering an even extension and an odd extension.

A spectral interpolant such that

$$u(x) \approx \sum_{k=-N}^{N-1} \hat{u}(k)e^{ik\arccot((x-x_c)/L)}, \quad (2.44)$$

and, to determine $\{\hat{u}(k)\}$ we ask (2.44) to be an equality at the nodes $x_j = x_c + L \cot(s_j)$, which yields (2.16). Therefore, if we choose new values of $L$ and $x_c$, say $L_{new}$ and $x_{c,new}$, and want to approximate $u(x)$ at the corresponding nodes $x_{new,j} = x_{c,new} + L_{new} \cot(s_j)$ by using spectral interpolation, it is enough to evaluate the right-hand side of (2.44) at those nodes:

$$u(x_{new,j}) \approx \sum_{k=-N}^{N-1} \hat{u}(k_{new})e^{ik_{new}\arccot((x_{new,j}-x_{c,new}+L_{new}\cot(s_j))/L_{new})},$$

where, when $0 \leq j \leq N - 1$, we consider the arccot function to be defined in $[0, \pi)$, and, when $N \leq j \leq 2N - 1$, to be defined in $[\pi, 2\pi)$. Moreover, from $\{u(x_{new,j})\}$, we obtain the corresponding $\{\hat{u}_{new}(k)\}$ by using again a pseudospectral approach, i.e., by imposing that (2.44) with the updated $L_{new}$ and $x_{c,new}$ is an equality at $x = x_{j,new}$, for all $j$:

$$u(x_{new,j}) = \sum_{k=-N}^{N-1} \hat{u}_{new}(k)e^{ik_{new}\arccot((x_{new,j}-x_{c,new})/L_{new})},$$

so the coefficients $\hat{u}_{new}(k)$ are given by (2.16), introducing $u(x_{new,j})$ in the place of $u(s_j)$, and taking $L_{new}$ and $x_{c,new}$. Then,

$$u(x) \approx \sum_{k=-N}^{N-1} \hat{u}_{new}(k)e^{ik\arccot((x-x_{c,new})/L_{new})}.$$
Finally, (2.44) allows also changing $N$; e.g., if $N$ is increased, we just add some extra $\hat{u}(k)$ equal to zero; if it is decreased, we remove some $\hat{u}(k)$. In all the cases considered, it is important to choose the new values of $L$, $x_c$ and $N$, in such a way that there is no loss of accuracy.

### 2.3 A numerical test for the fractional Fisher’s equation (1.11) with very slowly varying initial conditions

As an illustration of the method presented in Section 2.1, we will simulate numerically the one-dimensional nonlinear evolution equation (1.11) in the monostable case, i.e., with the following nonlinear source term:

$$f(u) = u(1 - u).$$  \hspace{1cm} (2.45)

The interest on this simulation lies on the fact that (1.11) exhibits accelerating fronts, and our method allows to capture this rapid propagation. Moreover, the acceleration can be computed and contrasted with theoretical results. Let us first recall some aspects of front propagation for this model with $\alpha = 2$.

The front propagation properties of the homogeneous local Fisher equation,

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + f(u), \quad x \in \mathbb{R},$$  \hspace{1cm} (2.46)

have been widely studied. We recall that the steady state $u \equiv 0$ is linearly unstable, whereas $u \equiv 1$ is stable. An initial perturbation of $u \equiv 0$ evolves to a front that characterizes the transition from the unstable state $u = 0$ to the stable one $u = 1$; and the front-like solution invades the unstable state at a constant speed, as $t \to +\infty$ (see, e.g., [111]). For initial data that decay in $x$ as an exponential or faster, the front speed for the specific nonlinearity $f(u) = u(1 - u)$ studied in [42] can be determined by linear arguments (see, e.g., [112, 113]). The two main formal approaches are reviewed in, e.g., [114].

One approach assumes that the solution behaves as a traveling wave solution as $t \to \infty$; hence, setting $u \sim U(z), z = x - s(t), s(t) \sim c t$, as $t \to +\infty$, gives the following traveling-wave ordinary differential equation:

$$\frac{d^2 U}{dz^2} + c \frac{dU}{dz} + f(U) = 0,$$  \hspace{1cm} (2.47)

with far-field conditions

$$U \to 1, \text{ as } z \to -\infty, \quad \text{and} \quad U \to 0, \text{ as } z \to +\infty.$$  \hspace{1cm} (2.48)
The linearization analysis leads to the behaviors
\[ U \sim A_{\pm} e^{-\frac{1}{2}(c\pm\sqrt{c^2-4})z}, \quad c > 2, \quad (2.49) \]
\[ U \sim (A + Bz)e^{-z}, \quad c = 2, \quad (2.50) \]
as \( z \to +\infty \), where \( A_{\pm}, A \) and \( B \) are constants. Here, \( c \geq 2 \) is necessary for non-negative wave fronts, and the wave speed selected for faster than exponentially decaying initial data is the minimal one. Rigorous arguments that show this heuristics are proved in, e.g., [115] (see also [113] for a generalization of the result to two dimensions).

For slower decaying initial conditions, speeds faster than \( c = 2 \) are realized. Specifically, for initial data of the form
\[ u_0(x) \sim e^{-\lambda x}, \quad x \to +\infty, \quad (2.51) \]
where \( 0 < \lambda < \lambda_c = 1 \) (i.e., the initial condition decays more slowly than the far-field behavior (2.50)), the solution behaves like
\[ v \sim e^{-\lambda(\zeta - c)t}, \quad x \to +\infty, \quad (2.52) \]
with \( c = \lambda + 1/\lambda \) (hence, \( \lambda = (c - \sqrt{c^2 - 4})/2 \), which corresponds to slow far-field decay in (2.49)).

Sufficient conditions on the initial data for the convergence to traveling-wave solutions with different waves speeds, as \( t \to +\infty \), were established in [116, 117] (see also [118], for a slightly more general nonlinearity, and a different approach). The dynamic stability of traveling wave solutions has been studied by a number of authors, and we refer the reader to the seminal paper [5] (see also [119–121], and the references therein for details).

There has also been an effort in obtaining numerical schemes, in particular pseudospectral methods, that capture these fast traveling waves (associated to exponentially decaying initial conditions). Such solutions appear to be very steep, when a large reaction coefficient is considered (see, e.g., [122], for Fisher’s equation, and [123], for Nagumo’s equation).

Another important feature of (2.46) regarding solutions invading the unstable state (but which is a less studied phenomenon) is the existence of accelerating fronts (see, e.g., [118, 124, 125]). In particular, accelerating fronts ensue for initial conditions that decay to zero slower than exponentially. In this case, the long time behavior is given by the balance equation \( u_t = u \); hence, as \( t \to \infty \), \( u(x,t) \sim e^{t} u(x,0) \) gives the dominant behavior (see [118, 124]). Then, for initial conditions of the form \( u(x,0) \sim 1/x^\sigma \), as \( x \to \infty \), this implies that the invasion into \( u = 0 \), happens with \( x = O(e^{t/\sigma}) \), as \( t \to \infty \). These results are proved rigorously in [125].
We restrict ourselves to the example of slow decaying (according to [56]) initial conditions; more precisely, we consider

\[ u(x,0) = \left( \frac{1}{2} - \frac{x}{2\sqrt{1+x^2}} \right)^\alpha. \]

In order to check that, for \( \alpha \in (0,2) \), the propagation has indeed speed that increases exponentially with time, we track the evolution of \( x^{0.5}(t) \), which denotes the value of \( x \) such that \( u(x,t) = 0.5 \), and gives an approximation of the position of the front. To obtain \( x^{0.5} \), we apply a bisection method: we find the value of \( j \) for which \( u(x_j+1) < 0.5 < u(x_j) \); then, we approximate \( u((x_j + u_{j+1})/2) \) by spectral interpolation, etc., until convergence is achieved.

\[ \text{Figure 2.3: } \alpha = 0.5, 0.55, \ldots, 1.95, \ L = 10^3/\alpha^3, \ \Delta t = 0.01 \text{ and } N = 1024. \text{ Left: } x^{0.5}(t) \text{ against } t. \text{ Right: } \ln(x^{0.5}(t)) \text{ against } t, \text{ and the corresponding least-square fitting lines. In both subfigures, the curves are ordered according to } \alpha: \text{ the left-most ones correspond to } \alpha = 0.5, \text{ and the right-most ones, to } \alpha = 1.95. \]

In all the numerical experiments, we have considered an even extension at \( s = \pi \), which is enough for our purposes, taken \( l_{lim} = 500 \) in (2.35), and used the classical fourth-order Runge-Kutta scheme (see, e.g., [6, p. 226]) to advance in time. We have done the numerical simulation for \( \alpha = 0.5, 0.55, \ldots, 1.95 \), taking \( \Delta t = 0.01 \) and \( N = 1024 \). Since the exponential behavior of \( x^{0.5}(t) \) appears earlier for smaller \( \alpha \), larger values of \( L \) appear to be convenient in that case. In this example, after a couple of trials, we have found that taking \( L = 1000/\alpha^3 \) produces satisfactory results. On the left-hand side of Figure 2.3, we have plotted \( x^{0.5}(t) \) against \( t \). On the right-hand side of Figure 2.3, we have plotted \( \ln(x^{0.5}(t)) \) against \( t \), omitting the initial times, so the exponential regime is clearly observable; in all cases, the points are separated by time increments of 0.1, and, for each value of \( \alpha \), the accompanying line is precisely the least-square fitting line, which shows that the linear alignment is almost perfect.

In Figure 2.4, we have plotted with respect to \( \alpha \) the slopes of the least-square fitting lines corresponding to the right-hand side of Figure 2.3, which we denote as \( \sigma_{0.5}; \)
observe that the colors of the stars are in agreement with their corresponding curves in Figure 2.3. We have also plotted the curve $1/\alpha$, using a dashed-dotted black line. The results show that the agreement of $\sigma_{0.5}$ with respect to $1/\alpha$ improves, as $\alpha \to 2^-$: on the one hand, when $\alpha = 0.5$, $\sigma_{0.5} = 1.9346$, and $1/0.5 = 2$; on the other hand, when $\alpha = 1.95$, $\sigma_{0.5} = 0.51277$, and $1/1.95 = 0.51282$. Therefore, the numerical experiments seem to suggest that

$$x_{0.5}(t) \sim e^{c_{0.5}t} \sim e^{t/\alpha} \Rightarrow c(t) \approx x'_{0.5}(t) \sim e^{t/\alpha},$$

which is in good agreement with [56], because, from (2.45), $f'(0) = 1$. 

![Figure 2.4: Slopes of the least-square fitting lines, as obtained in the right-hand side of Figure 2.3; the colors of the stars are in agreement with their corresponding curves in Figure 2.3. The dashed-dotted black curve is the plot of $1/\alpha$.](image)

In order to see whether the results for $\alpha = 0.5$ can be improved, we have repeated the simulations for that case, taking $L = 10000$, $\Delta t = 0.01$, $N = 8192$. Even if, at first sight, these values could be deemed excessive, they are not, because we are able to reach $t = 9$, instant at which $x_{0.5}(9)$ is greater than $10^7$. Indeed, in order to capture accurately the exponential behavior, it is convenient to advance until times as large as possible. On the left-hand side of Figure 2.5, we have plotted $x_{0.5}(t)$, for $t \in [0, 9]$; on the right-hand side, $\ln(x_{0.5}(t))$, for $t \in [5, 9]$, obtaining again an almost perfect linear fitting. Furthermore, in this case, $\sigma_{0.5} = 1.9865$, which is remarkably closer to the predicted value $1/0.5 = 2$ than in Figure 2.4. Therefore, in order to approximate accurately $\sigma_{0.5}$ for values of $\alpha$ smaller than 0.5, it will be convenient to take even larger values of $N$ and $L$.

If we intend to know the type of decay that the wave front has, one option could be to choose those nodes in the abscissa whose images capture the asymptotic behavior toward the values 1 and 0, i.e., $u(x_i) \to 1$, as $x_i \to -\infty$, and $u(x_j) \to 0$, as $x_j \to \infty$. Here, the integers $i$ and $j$ refer, respectively, to the first $m$ and the last $n$ nodes taken into account to study such asymptotic behavior of $u$. With some abuse of notation, $u_i \equiv u(x_i)$ and $u_j \equiv u(x_j)$. If we consider $t > 1$, $x_i \ll 1$ and $x_j \gg 1$, it is possible to assume that the wave front $u_i$ behaves as $\xi_1 x_i^{-\beta_1}$, as $x_i \to -\infty$, and $u_j$ behaves as
Figure 2.5: $\alpha = 0.5$, $L = 10^4$, $\Delta t = 5 \cdot 10^{-3}$, and $N = 8192$. Left: $x_{0.5}(t)$ against $t \in [0, 9]$. Right: $\ln(x_{0.5}(t))$ against $t \in [5, 9]$, and the corresponding least-square fitting line.

$\zeta_0 x_j^{-\beta_0}$, as $x_j \to \infty$. Therefore, for (1.11) with the source term (2.45), a least-square fitting can be carried out for both cases. On the left-hand side of Figure 2.6, we plot the fitting curve when $x_i \ll 1$, taking $m = 65$ nodes. On the right-hand side of Figure 2.6, we plot the fitting curve when $x_j \gg 1$, taking $n = 65$ nodes as well.

Figure 2.6: $\alpha = 0.5, 0.55, \ldots, 1.95$, $L = 10^3/\alpha^3$, $\Delta t = 0.01$ and $N = 1024$. Left: least-square fitting for $u_i \to 1$ against $x_i \ll 1$. Right: least-square fitting for $u_j \to 0$ against $x_j \gg 1$.

Each fitting (for each value of $\alpha$) yields a residual, which we measure through the Euclidean norm given by

$$
\|r_i^\alpha\|_2 = \frac{1}{m} \sqrt{\sum_{i=1}^{m} |r_i^\alpha|^2}, \quad \text{when } x_i \ll 1,
$$
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and

\[ \| r^\alpha \|_2 = \frac{1}{n} \sqrt[n]{\sum_{j=1}^{n} |r_j^\alpha|^2}, \quad \text{when } x_j \gg 1, \]

where

\[ r_i^\alpha = u_i - \zeta_1 x_i^{-\beta_1} \]

and

\[ r_j^\alpha = u_j - \zeta_0 x_j^{-\beta_0}, \]

respectively. On the left-hand side of Figure 2.7, we have plotted the norm of the residuals \( \| r_i^\alpha \|_2 \) with respect to \( \alpha \), achieving a maximum value of \( 2.4 \cdot 10^{-7} \); and, on the right-hand side of the same figure, the norm of the residuals \( \| r_j^\alpha \|_2 \) with respect to \( \alpha \), achieving a maximum value of \( 7.3 \cdot 10^{-5} \). Hence, these results suggest a potential decay for this slowly varying initial condition of the non-linear Fisher-KPP equation (2.6).

![Figure 2.7](image)

**Figure 2.7:** Left: norm of the residuals \( \| r_i^\alpha \|_2 \) that comes from the fitting \( u_i \sim \zeta_1 x_i^{-\beta_1} \). Right: norm of the residuals \( \| r_j^\alpha \|_2 \) that comes from the fitting \( u_j \sim \zeta_0 x_j^{-\beta_0} \).

If we consider a logarithmic scale in each asymptotic behavior:

\[ \ln(u_i) \sim \ln(\zeta_1 / x_i^{\beta_1}) \]

and

\[ \ln(u_j) \sim \ln(\zeta_0 / x_j^{\beta_0}), \]

we obtain, equivalently,

\[ \ln(u_i) \sim \ln(\zeta_1) - \beta_1 \ln(x_i) \]

and

\[ \ln(u_j) \sim \ln(\zeta_0) - \beta_0 \ln(x_j). \]
Then, the coefficients $\beta_1$ and $\beta_0$ can be obtained and plotted against $\alpha$ as shown in Figure 2.8. On the left-hand side of Figure 2.8, we have plotted $\beta_1$ versus $\alpha$ when $x_i \ll 1$. On the right-hand side of Figure 2.8, we have plotted $\beta_0$ against $\alpha$ when $x_j \gg 1$. Both graphics show that $\beta$ is proportional to $\alpha$. In Figure 2.8, we have applied a linear fitting to every set of data and determine the slopes $\beta_1$ and $\beta_0$, which are 1.0115 and 1.0215, respectively.

For this reaction-diffusion model, we have done simulations with different time steps $\Delta t$, until $t = 20$. Hence, for a given $\Delta t$, $u_{num}(x, t, \Delta t)$ denotes the numerical approximation of $u(x, t)$. Since there is no explicit exact solution of $u(x, t)$, we will take as the “exact” solution $u_{num}(x, t, \Delta t_s)$, for a very small value of $\Delta t_s$, say, $\Delta t_s = 0.0001$. Thus, we are able to compute the convergence rate given by the formula

$$
\mu(\alpha) = \lim_{m \to \infty} \log_2 \left( \frac{E(\Delta t)(\alpha)}{E(\Delta t/2)(\alpha)} \right),
$$

where, for a given $\Delta t$, $E(\Delta t)$ is the global maximum error obtained through the discrete $L^\infty$-norm, i.e., we approximate the error as

$$
E(\Delta t) \equiv \|u_{num}(x, t, \Delta t) - u_{num}(x, t, \Delta t_s)\|_\infty.
$$

We have taken $\alpha = 1.80$ and $N = 256$; table 2.3 shows the evolution of $E(\Delta t)$ for different values of $\Delta t$. On the one hand, the errors are very small; on the other hand, the columns with $\log_2(E(\Delta t) / E(\Delta t/2))$ confirms clearly the fourth order of the Runge-Kutta scheme used to solve (1.11).

### 2.4 Future lines or research

A natural, important question is whether the method can be generalized to approximate numerically the fractional Laplacian in multiple dimensions. In what follows,
we discuss a few lines of work.

We consider an equivalent expression of (1.1), which is the equivalent of (1.10) in $n$ dimensions (see [1]):

$$\left(-\Delta^{\alpha/2}\right)u(\vec{x}) = c_{n,\alpha} \int_{\mathbb{R}^n} \frac{u(\vec{x}) - u(\vec{x} + \vec{y})}{\|\vec{y}\|^{n+\alpha}} d\vec{y},$$  \hspace{1cm} (2.53)

where $\vec{x} \equiv (x_1, \ldots, x_n)$, $\vec{y} \equiv (y_1, \ldots, y_n)$, $\|\cdot\|$ denotes the Euclidean norm, and $c_{n,\alpha}$ is given by (1.2).

In order to extend the ideas in this thesis to $\mathbb{R}^n$, we need to express (2.53) in such a way that there is no subtraction in the numerator, as in Lemma 2.1.1. Since this is quite straightforward, we will show it below in the next subsection. The next step would be mapping the unbounded domain into a finite one, and the rank of possibilities is now richer than in the one-dimensional case. For instance, we could consider again $x_1 = L_1 \cot(s_1), \ldots, x_n = L_n \cot(s_n)$, which would map $\vec{x} \in \mathbb{R}^n$ into $\vec{s} = (s_1, \ldots, s_n) \in [0, \pi]^n$. Then, after extending $u(\vec{s})$, to $[0, 2\pi]^n$, we would approximate $u(\vec{s})$ using a pseudospectral approach, as in (2.14):

$$u(s) \approx \sum_{\vec{k} \in [-N, \ldots, N-1]^n} \hat{u}(\vec{k}) e^{i\vec{k} \cdot \vec{s}}, \quad \vec{s} \in [0, 2\pi]^n;$$

so the problem would be reduced to computing the fractional Laplacian of $e^{i\vec{k} \cdot \vec{s}}$, for which the lemmas below would be helpful. Another option would be to consider $n$-dimensional spherical coordinates [126]. For instance, in the two-dimensional case, this would mean working with polar coordinates, i.e., $\rho \in [0, \infty)$, $\theta \in [0, 2\pi]$. While working with $\theta$ would pose no problem, we could apply an algebraic map to to transform $[0, \infty)$ into a finite domain, etc. This approach might be especially useful if $u$ has radial symmetry. In any case, a detailed study of the multiple-dimensional case lies beyond the scope of this thesis, and we postpone it for the future.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$E(\Delta t)$</th>
<th>$\log_2 \left( \frac{E(\Delta t)}{E(\Delta t/2)} \right)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/2$</td>
<td>$1.3701 \cdot 10^{-3}$</td>
<td>$3.7068$</td>
</tr>
<tr>
<td>$1/4$</td>
<td>$1.0493 \cdot 10^{-4}$</td>
<td>$3.8531$</td>
</tr>
<tr>
<td>$1/8$</td>
<td>$7.2609 \cdot 10^{-6}$</td>
<td>$3.9264$</td>
</tr>
<tr>
<td>$1/16$</td>
<td>$4.7755 \cdot 10^{-7}$</td>
<td>$3.9631$</td>
</tr>
<tr>
<td>$1/32$</td>
<td>$3.0619 \cdot 10^{-8}$</td>
<td>$3.9911$</td>
</tr>
<tr>
<td>$1/64$</td>
<td>$1.9382 \cdot 10^{-9}$</td>
<td>$4.0261$</td>
</tr>
</tbody>
</table>

**Table 2.3:** Error in discrete $L^\infty$-norm of $u_{num}$ at $t = 20$, for different values of $\Delta t$. Since the exact solution is not available, we use instead $u_{num}(x, 20, \Delta t_s)$ as reference.
2.4.1 Generalization of Lemma 2.1.1 to higher dimensions

We consider first the generalization to two dimensions.

**Lemma 2.4.1.** Consider the twice continuous bounded function $u \in C^2_b(\mathbb{R}^2)$, and such that
\[
\lim_{\| (x,y) \| \to \infty} \| \nabla u(x,y) \| = 0;
\]
then
\[
(-\Delta)^{\alpha/2} u(x,y) = -c_{2,\alpha} \int_{\mathbb{R}^2} \frac{\Delta u(p,q)}{\| (x-p,y-q) \|^{\alpha}} dp dq. \tag{2.54}
\]

**Proof.** Let us take $n = 2$ in (2.53):
\[
(-\Delta)^{\alpha/2} u(x,y) = c_{2,\alpha} \int_{\mathbb{R}^2} \frac{u(x,y) - u(x+p,y+q)}{\| (p,q) \|^{2+\alpha}} dp dq. \tag{2.55}
\]

We make a change of variable to polar coordinates in (2.55), i.e., $p = r \cos(\theta)$ and $q = r \sin(\theta)$; to simplify the notation, we write $c_\theta \equiv \cos(\theta)$, $s_\theta \equiv \sin(\theta).$ Then,
\[
(-\Delta)^{\alpha/2} u(x,y) = -c_{2,\alpha} \int_0^{2\pi} \int_0^\infty \frac{u(x+c_\theta r, y+s_\theta r) - u(x,y)}{r^{1+\alpha}} dr d\theta.
\]

Moreover, bearing in mind that
\[
\frac{\partial}{\partial z} u(x+c_\theta z, y+s_\theta z) = c_\theta u_x(x+c_\theta z, y+s_\theta z) + s_\theta u_y(x+c_\theta z, y+s_\theta z),
\]
we get
\[
(-\Delta)^{\alpha/2} u(x,y) = -c_{2,\alpha} \int_0^{2\pi} \int_0^\infty \int_0^r [c_\theta u_x(x+c_\theta z, y+s_\theta z) + s_\theta u_y(x+c_\theta z, y+s_\theta z)] dz dr d\theta.
\]

Changing the order of integration,
\[
(-\Delta)^{\alpha/2} u(x,y) = -c_{2,\alpha} \frac{1}{2} \int_0^{2\pi} \int_0^\infty \left[ \int_0^r [c_\theta u_x(x+c_\theta z, y+s_\theta z) + s_\theta u_y(x+c_\theta z, y+s_\theta z)] dz \right] dr d\theta
\]
\[
= -c_{2,\alpha} \frac{1}{2} \int_0^{2\pi} \int_0^\infty \left[ c_\theta u_x(x+c_\theta z, y+s_\theta z) + s_\theta u_y(x+c_\theta z, y+s_\theta z) \right] dz d\theta.
\]
Hence,

\[
(-\Delta)^{\alpha/2} u(x, y) = -\frac{c_{2,\alpha}}{\alpha} \int_0^{2\pi} \int_0^\infty \frac{r}{r^{2+\alpha}} \left[ c_\theta r u_x(x + c_\theta r, y + s_\theta r) + s_\theta r u_y(x + c_\theta r, y + s_\theta r) \right] \, dr \, d\theta
\]

\[
= -\frac{c_{2,\alpha}}{\alpha} \int_{\mathbb{R}^2} \frac{p \, u_x(x + p, y + q) + q \, u_y(x + p, y + q)}{\| (p, q) \|^{2+\alpha}} \, dp \, dq.
\]  

(2.56)

Observe that this is precisely

\[
(-\Delta)^{\alpha/2} u(x, y) = -\frac{c_{2,\alpha}}{\alpha} \int_{\mathbb{R}^2} \frac{(p, q) \cdot \nabla u((x, y) + (p, q))}{\| (p, q) \|^{2+\alpha}} \, dp \, dq,
\]

which is the two-dimensional equivalent of (2.7).

On the other hand,

\[
\int_{\mathbb{R}} \frac{p \, u_x(x + p, y + q)}{(p^2 + q^2)^{1+\alpha/2}} \, dp = \frac{1}{\alpha} \int_{\mathbb{R}} \frac{u_{xx}(x + p, y + q)}{(p^2 + q^2)^{\alpha/2}} \, dp,
\]

\[
\int_{\mathbb{R}} \frac{q \, u_y(x + p, y + q)}{(p^2 + q^2)^{1+\alpha/2}} \, dq = \frac{1}{\alpha} \int_{\mathbb{R}} \frac{u_{yy}(x + p, y + q)}{(p^2 + q^2)^{\alpha/2}} \, dq,
\]

where we have integrated by parts, and used respectively

\[
\lim_{p \to \pm \infty} u_x(x + p, y + q) \| (p, q) \|^{-\alpha} = 0,
\]

and

\[
\lim_{q \to \pm \infty} u_y(x + p, y + q) \| (p, q) \|^{-\alpha} = 0,
\]

for all \( q \) and \( p \), respectively. Therefore, applying Fubini’s theorem to (2.56), using (2.58), and making the change of variable \( \tilde{p} = p - x, \tilde{q} = q - y \), we get (2.54), which concludes the proof.

\[ \square \]

Remark. The requirement that \( \lim_{\| (x, y) \| \to \infty} \| \nabla u(x, y) \| = 0 \) is sufficient for all \( \alpha \in (0, 2) \), but not sharp. A determination of the minimum requirements of \( u \) is future work.

Lemma 2.4.1 can be immediately generalized to \( n \) dimensions.

**Lemma 2.4.2.** Consider the twice continuous bounded function \( u \in C_b^2(\mathbb{R}^n) \), and such that

\[
\lim_{\| \bar{x} \| \to \infty} \| \nabla u(\bar{x}) \| = o(\| \bar{x} \|^{n-2});
\]

then

\[
(-\Delta)^{\alpha/2} u(\bar{x}) = -\frac{c_{n,\alpha}}{\alpha(n-2+\alpha)} \int_{\mathbb{R}^n} \frac{\Delta u(\tilde{x} + \tilde{y})}{\| \tilde{y} \|^{n-2+\alpha}} \, d\tilde{y}.
\]  

(2.59)
Proof. The proof is identical to that of Lemma 2.4.1. In this case, we use \( n \)-dimensional spherical coordinates [126]:

\[
y_1 = r \cos(\phi_1),
\]

\[
y_j = r \cos(\phi_j) \prod_{k=1}^{j-1} \sin(\phi_k), \quad j \in \{2, \ldots, n-2\},
\]

\[
y_{n-1} = r \sin(\theta) \cos(\phi_j) \prod_{k=1}^{n-2} \sin(\phi_k),
\]

\[
y_n = r \cos(\theta) \cos(\phi_j) \prod_{k=1}^{n-2} \sin(\phi_k),
\]

with \( r \in [0, \infty) \), \( \theta \in [0, 2\pi] \), and \( \phi_j \in [0, \pi] \), for all \( j \). Moreover, the Jacobian of the transformation is

\[
J = r^{n-1} \prod_{k=1}^{n-2} \sin^k(\phi_{n-1-k}).
\]

Therefore, bearing in mind that

\[
d\vec{y} \parallel \vec{y}^{n+\alpha} = \frac{1}{r^{1+\alpha} \prod_{k=1}^{n-2} \sin^k(\phi_{n-1-k})} dr d\phi_1 \ldots d\phi_{n-2} d\theta,
\]

and following exactly the same steps as in Lemma 2.4.1, we get

\[
(-\Delta)^{\alpha/2} u(\vec{x}) = -\frac{c_{n,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{\vec{y} \cdot \nabla u(\vec{x} + \vec{y})}{\|\vec{y}\|^{n+\alpha}} d\vec{y},
\]

(2.60)

which is the \( n \)-dimensional equivalent of (2.7) and (2.57).

Finally, we apply Fubini’s theorem to (2.60) and integrate by parts each of the addends of the numerator. For instance,

\[
\int_{\mathbb{R}} \frac{y_1 u_{x_1}(\vec{x} + \vec{y})}{\|\vec{y}\|^{n+\alpha}} dy_1
\]

\[
= \frac{1}{2} \int_{\mathbb{R}} u_{x_1}(x_1 + y_1, \ldots, x_n + y_n) 2y_1 (y_1^2 + \ldots + y_n^2)^{-n/2 - \alpha/2} dy_1
\]

\[
= -\frac{1}{n-2-\alpha} \int_{\mathbb{R}} u_{x_1 x_1}(x_1 + y_1, \ldots, x_n + y_n) (y_1^2 + \ldots + y_n^2)^{-n/2 + 1 - \alpha/2} dy_1
\]

\[
= \frac{1}{n-2+\alpha} \int_{\mathbb{R}} \frac{u_{x_1 x_1}(\vec{x} + \vec{y})}{\|\vec{y}\|^{n-2+\alpha}} d\vec{y}_1,
\]

where we have used

\[
\lim_{y_1 \to \pm \infty} u_{x_1}(\vec{x} + \vec{y}) \|\vec{y}\|^{-n+2-\alpha} = 0,
\]

for all \( y_2, \ldots, y_n \).
Putting everything together and writing the resulting expression as a convolution, we get (2.59), which concludes the proof.

Remark. The requirement
\[ \lim_{\|\vec{x}\| \to \infty} \frac{\|\nabla u(\vec{x})\|}{\|\vec{x}\|^{\alpha}} = o(\|\vec{x}\|^{n-2}) \]
is sufficient for all \( \alpha \in (0, 2) \), but not sharp. As already mentioned in the remark after the proof of Lemma 2.4.1, the determination of the minimum requirements of \( u \) is future work.
Chapter 3

Numerical Approximation of the Fractional Laplacian on $\mathbb{R}$ Using Orthogonal Families

In this chapter, we obtain explicit expressions for the one-dimensional fractional Laplacian of the Higgins and Christov functions. We also explain how to implement these results efficiently in MATLAB [8], and give numerical examples as an application.

As in Chapter 2, we work with the definition (1.10) of the fractional Laplacian. Let us recall however (1.5), which is another definition of the fractional Laplacian consistent with (1.10) that associates the operator with the Fourier symbol:

$$\hat{(-\Delta)^{\alpha/2} u}(\xi) = |\xi|^\alpha \hat{u}(\xi).$$

We observe that, when $\alpha = 0$, according to the Fourier symbol,

$$(-\Delta)^0 u(x) = u(x).$$

We also observe, however, that, when the Fourier transform of $u(x)$ does not exist in the classical sense, the limit $\alpha \to 0^+$ is singular. For instance, take $u(x) = 1$, whose Fourier transform is the Dirac delta distribution, i.e., $\hat{u}(\xi) = 2\pi \delta(\xi)$, then

$$(-\Delta)^1 1 = \begin{cases} 1, & \alpha = 0, \\ 0, & \alpha > 0. \end{cases} \quad (3.1)$$

In Chapter 2, we have proposed a pseudospectral method to compute the fractional Laplacian of a bounded function $u(x)$ on $\mathbb{R}$ without truncation; and the main idea is to map $\mathbb{R}$ into the finite interval $[0, \pi]$ by means of the change of variable $x = L \cot(s)$, and then obtain the trigonometric Fourier series expansion of $u(x(s))$. Therefore, the central point of Chapter 2 is the efficient and accurate numerical computation of the fractional Laplacian of $e^{ins}$, for $n \in \mathbb{Z}$. Observe that the resulting expressions for $(-\Delta)^{1/2} e^{ins}$ are quite different, depending on whether $n$ is even or odd. At this point, a crucial observation is that the equivalent on $\mathbb{R}$ of the functions
$e^{i2ns}$ (i.e., the even case) are precisely the complex Higgins functions defined in [7] (see also [127, 128]):

$$
\lambda_n(x) = \left(\frac{ix - 1}{ix + 1}\right)^n, \quad n \in \mathbb{Z},
$$

(3.2)

because $\lambda_n(\cot(s)) = e^{i2ns}$. Indeed, in this chapter, thanks to the structure of $\lambda_n(x)$, and using the definition (2.6):

$$
(-\Delta)^{\alpha/2} u(x) = \frac{c_{\alpha}}{\alpha} \int_0^\infty \frac{u(x - y) - u(x + y)}{y^\alpha} dy,
$$

(3.3)

we obtain an explicit expression of their fractional Laplacian by means of contour integration:

$$
(-\Delta)^{\alpha/2} \lambda_n(x) = \begin{cases} 
0, & n = 0, \\
-\frac{2|n|\Gamma(1 + \alpha)}{(i \sgn(n)x + 1)^{1+\alpha}} + \frac{2F1 \left(1 - |n|, 1 + \alpha; 2; \frac{2}{i \sgn(n)x + 1}\right)}{2}, & n \in \mathbb{Z} \setminus \{0\}, 
\end{cases}
$$

(3.4)

where $2F1$ is the Gaussian hypergeometric function (see for instance [4, Ch. 15]). From this result, we also derive several other related ones outlined below.

The structure of this chapter is as follows. In Section 3.1, we prove (3.4), which constitutes the main result. We observe that $\{\lambda_n(x)\}$ is a complete orthogonal system in $L^2(\mathbb{R})$ with weight $w(x) = 1/(\pi(1 + x^2))$, because $\{e^{i2ns}\}$ is a complete orthonormal system in $L^2([0, \pi])$, normalized by $w = 1/\pi$. Therefore, the related family of functions

$$
\mu_n(x) = \frac{(ix - 1)^n}{(ix + 1)^{n+1}}, \quad n \in \mathbb{Z},
$$

(3.5)

known as the complex Christov functions [7, 128–130], form a complete orthogonal system in $L^2(\mathbb{R})$ (normalized by the factor $1/\pi$).

Throughout this chapter, we use the definition and notation from [7] for the following families of functions:

- Cosine-like Higgins functions:
  
  $$
  \text{CH}_{2n}(x) = \frac{\lambda_n(x) + \lambda_{-n}(x)}{2}, \quad n = 0, 1, 2, \ldots
  $$
  
  (3.6)

- Sine-like Higgins functions:
  
  $$
  \text{SH}_{2n+1}(x) = \frac{\lambda_{n+1}(x) - \lambda_{-n-1}(x)}{2i}, \quad n = 0, 1, 2, \ldots
  $$
  
  (3.7)
3.1 Fractional Laplacian of the complex Higgins functions

- Cosine-like Christov functions:

$$\text{CC}_{2n}(x) = \frac{\mu_n(x) - \mu_{-n-1}(x)}{2}, \quad n = 0, 1, 2, \ldots$$  \hspace{1cm} (3.8)

- Sine-like Christov functions:

$$\text{SC}_{2n+1}(x) = -\frac{\mu_n(x) + \mu_{-n-1}(x)}{2i}, \quad n = 0, 1, 2, \ldots$$  \hspace{1cm} (3.9)

In Section 3.2, starting from (3.4), we calculate the fractional Laplacian of (3.5)-(3.9).

Even if the fractional Laplacian of all the families considered here can be computed accurately with the technique explained in Chapter 2, expressions like (3.4) have the advantage of being very compact and, hence, it is effortless to use them in numerical applications, provided that fast accurate implementations of the Gaussian hypergeometric function $\ _2F_1$ are available. Therefore, in Section 3.3, using MATLAB, we test their adequacy from a numerical point of view, comparing the numerical results with those in Chapter 2. On the one hand, for moderately large values of $n$, the use of variable precision arithmetic seems unavoidable; on the other hand, our implementation of $\ _2F_1$ largely outperforms that of MATLAB. Finally, even if the method in Chapter 2 is faster, the method developed in this chapter is much easier to implement and still competitive for not too large values of $n$.

3.1 Fractional Laplacian of the complex Higgins functions

Before we proceed, let us recall some well-known definitions. Given $z \in \mathbb{C}$, the generalized binomial coefficient is defined by

$$\binom{z}{n} = \begin{cases} 
\frac{z(z-1)\ldots(z-n+1)}{n!}, & n \in \mathbb{N}, \\
1, & n = 0.
\end{cases}$$

where $\mathbb{N} = \{1, 2, 3, \ldots\}$. Therefore, if $z$ is a nonnegative integer, and $n > z$, then $\binom{z}{n} = 0$. Furthermore, it is immediate to check that, for all $z$ and $n$,

$$\binom{z}{n} = (-1)^n \binom{n-1-z}{n}.$$

We will also need the Pochhammer symbol, which represents the rising factorial, and is defined by

$$\binom{z}{n} = \begin{cases} 
z(z+1)\ldots(z+n-1), & n \in \mathbb{N}, \\
1, & n = 0.
\end{cases}$$
Observe that, when \( z \) is not zero or a negative integer, an equivalent definition is
\[
(z)_n = \frac{\Gamma(z + n)}{\Gamma(z)};
\]
in particular, when \( z \in \mathbb{N} \),
\[
(z)_n = \frac{(z + n - 1)!}{(z - 1)!}.
\]
Remark that, if \( z \) is a negative integer or zero, and \( n > |z| \), then \((z)_n = 0\). Moreover, the following identities will be useful, too:
\[
(-z)_n = (-1)^n(z - n + 1)_n,
\]
\[
\binom{z}{n} = \frac{(z - n + 1)_n}{n!} = \frac{(-1)^n(-z)_n}{n!}.
\]
The Pochhammer symbol also appears in the definition of the Gaussian hypergeometric function \( \binom{2}{1} \) (see for instance [4, Ch. 15]). Let \( a, b, c, z \in \mathbb{C} \); then, \( \binom{2}{1} \) is defined by
\[
\binom{2}{1}(a, b; c; z) = \sum_{k=0}^{\infty} \frac{(a)_k(b)_k z^k}{(c)_k k!}. \tag{3.10}
\]
In general, the infinite series converges for \(|z| < 1\). However, in our case, we take \( a \) to be a negative integer, so the sum is finite, because of the properties of the Pochhammer symbol. More precisely, in this chapter, we are interested in the following two particular cases:
\[
\binom{2}{1}(-m, 1 + \alpha; 1; z) = \sum_{k=0}^{m} \frac{(m)_k(-1 - \alpha)_k}{(k)_k} z^k, \tag{3.11}
\]
\[
\binom{2}{1}(-m, 1 + \alpha; 2; z) = -\frac{1}{\alpha} \sum_{k=0}^{m} \frac{(m)_k(-\alpha)_k}{(k + 1)_k} z^k = -\frac{1}{m + 1} \sum_{k=0}^{m} \frac{(m + 1)_k(-1 - \alpha)_k}{(k + 1)_k} z^k, \tag{3.12}
\]
for \( m \in \mathbb{N} \). Observe that the identities also hold after replacing \( k \) by \( m - k \) in the sums, a fact that we will also use below. On the other hand, if \( m = 0 \),
\[
\binom{2}{1}(0, 1 + \alpha; 1; z) = \binom{2}{1}(0, 1 + \alpha; 2; z) = 1.
\]
Bearing in mind the previous arguments, let us prove (3.4), which is the main result of this chapter. Note that we work with the binomial coefficient rather than with the Pochhammer symbol, because we think that the former is more intuitive.

**Theorem 3.1.1.** Let \( \lambda_n(x) \) be defined as in (3.2). Then, \( (-\Delta)^{\alpha/2} \lambda_n(x) \) is given by (3.4).
3.1. Fractional Laplacean of the complex Higgins functions

Proof. The case with \( n = 0 \) is trivial, because \( \lambda_0(x) = 1 \). Assume \( n \in \mathbb{N} \). The derivative of (3.2) is

\[
\lambda_n'(x) = \frac{2ni}{(x-i)^2} \left( \frac{x+i}{x-i} \right)^{n-1}.
\]

Introducing this expression in (3.3), we get

\[
(-\Delta)^{a/2} \lambda_n(x) = 2ni \frac{2^{a-1}\Gamma(1/2 + a/2)}{\sqrt{\pi} \Gamma(1 - a/2)} \int_0^\infty g_n(y;x)dy,
\]

with integrand

\[
g_n(z;x) = \frac{(z + x + i)^{n-1}(z - x + i)^{n+1} - (z - x - i)^{n-1}(z + x - i)^{n+1}}{z^a(z + x - i)^{n+1}(z - x + i)^{n+1}},
\]

where, in this notation, we regard \( x \) as a parameter, rather than as an independent variable.

We next compute (3.13) for every \( x \), by integrating \( g_n(z;x) \) along certain integration contours \( C \) in \( \mathbb{C} \), and using Cauchy’s integral theorem. Since

\[
z^a = e^{a \ln(z)} = e^{a(\ln(z) + i \arg(z))},
\]

\( z^a \) has a branch cut. In what follows, we consider the principal branch of the logarithm, which corresponds to \( -\pi < \arg(z) \leq \pi \); in particular, \((-1)^a = e^{i\pi a}\), unless the branch cut is crossed. The branch choice determines also how we choose the contours.

In Figure 3.1, we have depicted one such contour \( C \) for \( x > 0 \), which consists of four parts, avoids the branch cut, but encloses the poles \( z = i - x \) and \( z = x - i \), for every \( x \). Then, by the residue theorem, the integral along it is equal to the sum of the residues. The pieces of the contour that run parallel to the branch cut will give the approximation of the integral from 0 to \( \infty \); the other pieces will give integrals that tend to zero, when \( C \) tends to one contour that encloses \( C \), except for the branch cut. More precisely, for every \( x \in \mathbb{R} \), we take \( R > 0 \), such that \( R \gg (1 + |x|^2)^{1/2} \), and \( r > 0 \), such that \( r \ll (1 + |x|^2)^{1/2} \), for instance, \( r = 1/R \). We also take \( \delta > 0 \), such that, with \( \theta_1 \in (-\pi, -\pi/2) \) and \( \theta_2 \in (\pi/2, \pi) \) fixed, \( \delta = r \sin \theta_2 \). Then, we define

\[
C = C_1 \cup C_R \cup C_2 \cup C_r,
\]

with

\[
C_1 = \{-y - i\delta : y \in (-r \cos \theta_1, -R \cos \theta_1)\},
C_R = \{\Re e^{\delta i} : \theta \in (\theta_1, \theta_2)\},
C_2 = \{y + i\delta : y \in (R \cos \theta_2, r \cos \theta_2)\},
C_r = \{re^{-\theta i} : \theta \in (-\theta_2, -\theta_1)\}.
\]
Here, we have omitted the dependency on $x$ for simplicity of notation. Now, by Cauchy’s residue theorem, we have:

$$
\int_C g_n(z;x)\,dz = \int_{C_1} g_n(z;x)\,dz + \int_{C_r} g_n(z;x)\,dz \\
+ \int_{C_2} g_n(z;x)\,dz + \int_{C_R} g_n(z;x)\,dz \\
= 2\pi i [\text{Res}(g_n(z;x), i-x) + \text{Res}(g_n(z;x), x-i)].
$$

(3.14)

\[\text{Figure 3.1: An example of integration contour, for } x > 0.\]

In order to compute the residues of $g_n(z;x)$ at $z = i-x$ and $z = x-i$, we use the general Leibniz rule:

$$
\frac{d^n}{dz^n}(p(z)q(z)) = \sum_{k=0}^{n} \binom{n}{k} p^{(k)}(z)q^{(n-k)}(z).
$$

In this way, we obtain

$$
\text{Res}(g_n(z;x), i-x) \\
= \frac{1}{n!} \frac{d^n}{dz^n} \left( \frac{(z + x + i)^{n-1}(z - x + i)^{n+1} - (z - x - i)^{n-1}(z + x - i)^{n+1}}{z^\alpha(z - x + i)^{n+1}} \right) \bigg|_{z=i-x} \\
= \frac{1}{n!} \frac{d^n}{dz^n} z^{-\alpha}(z + x + i)^{n-1} \bigg|_{z=i-x} \\
= \frac{1}{n!} \sum_{k=1}^{n} \binom{n}{k} \left[ k! \left( -\frac{\alpha}{k} \right) z^{-\alpha-k} \right] \left[ \frac{(n-1)!}{(n-1-(n-k))!} (z + x + i)^{n-1-(n-k)} \right] \bigg|_{z=i-x} \\
= \sum_{k=1}^{n} \binom{n-1}{k-1} \left( -\frac{\alpha}{k} \right) (i-x)^{-\alpha-k} (2i)^{k-1}.
$$

(3.15)
Likewise, we have

\[
\text{Res}(g_n(z; x), x - i) = - \sum_{k=1}^{n} \binom{n-1}{k-1} \left( \frac{-\alpha}{k} \right) (x - i)^{-\alpha - k} (-2i)^{k-1}.
\] (3.16)

In order to compute (3.14), we observe that the first and third integrals tend to zero, as \( R \) tends to infinity (this can be easily seen by changing to polar coordinates and recalling that \( r = 1 / R \)). In what regards the first and third integrals, we have that \( g_n(-y; x) = (-1)^{1-\alpha} g_n(y; x) \), where the argument of \(-1\) is determined by the curve \( C_i \) before taking the limit \( R \to \infty \). Thus, it is \(-\pi\) on \( C_1 \), and \( \pi \) on \( C_2 \). Then,

\[
\lim_{R \to \infty} \int_{C_1} g_n(z; x) \, dz = - \int_0^\infty g_n(-y; x) \, dy = e^{i\pi\alpha} \int_0^\infty g_n(y; x) \, dy,
\]

and

\[
\lim_{R \to \infty} \int_{C_2} g_n(z; x) \, dz = \int_{-\infty}^0 g_n(y; x) \, dy = \int_0^\infty g_n(-y; x) \, dy
\]

\[
= e^{-i\pi\alpha} \int_0^\infty g_n(y; x) \, dy.
\]

Therefore,

\[
\int_{C} g_n(z; x) \, dz = (e^{i\pi\alpha} - e^{-i\pi\alpha}) \int_0^\infty g_n(y; x) \, dy
\]

\[
= 2\pi i [\text{Res}(g_n(z; x), i - x) + \text{Res}(g_n(z; x), x - i)].
\]

Finally, after some manipulations, we have

\[
\int_0^\infty g_n(y; x) \, dy = \frac{2\pi i}{2i \sin(\pi\alpha)} [\text{Res}(g_n(z; x), i - x) + \text{Res}(g_n(z; x), x - i)]
\]

\[
= \frac{\pi}{\sin(\pi\alpha)} \sum_{k=1}^{n} \binom{n-1}{k-1} \left( \frac{-\alpha}{k} \right) [(i - x)^{-\alpha - k} (2i)^{k-1}
\]

\[
- (x - i)^{-\alpha - k} (-2i)^{k-1}]
\]

\[
= \frac{\pi((-1)^{1-\alpha} + 1)}{\sin(\pi\alpha)} \sum_{k=1}^{n} \binom{n-1}{k-1} \left( \frac{-\alpha}{k} \right) (x - i)^{-\alpha - k} (-2i)^{k-1}
\]

\[
= \frac{\pi(-1)^{1-\alpha} + 1}{\sin(\pi\alpha)(x - i)^{1+\alpha}} \sum_{k=0}^{n-1} \binom{n-1}{k} \left( \frac{-\alpha}{k+1} \right) \left( \frac{-2i}{x - i} \right)^k
\]

\[
= \frac{\pi \alpha e^{-i\pi\alpha/2} (i)^{1+\alpha}}{\sin(\pi\alpha/2)(ix + 1)^{1+\alpha}} \binom{1}{n-1+\alpha, 2, \frac{2}{ix+1}},
\]
where we have used (3.12). Substituting this last expression into (3.13), and using Euler’s reflection formula,

\[ \Gamma(w)\Gamma(1-w) = \frac{\pi}{\sin(\pi w)}, \]

at \( w = \alpha/2 \), we obtain

\[
(-\Delta)^{\alpha/2} \lambda_n(x) = 2ni^{2^\alpha-1} \Gamma(1/2 + \alpha/2) \frac{i\alpha \Gamma(a/2) \Gamma(1 - \alpha/2)}{\sqrt{\pi} \Gamma(1 - \alpha/2)} \binom{2F_1}{1-n,1+a,2,\frac{2}{ix+1}}.
\]

Then, (3.4) for \( n \in \mathbb{N} \) follows from (3.17), using Legendre’s duplication formula

\[ \Gamma(w)\Gamma \left( w + \frac{1}{2} \right) = 2^{1-2w} \sqrt{\pi} \Gamma(2w), \]

at \( w = \alpha/2 \). In order to finish the proof, we notice that the case where \( n \) is a negative integer follows from the symmetry

\[ \lambda_n(x) = \overline{\lambda_{-n}(x)}, \quad n \in \mathbb{N}. \]

\[ \square \]

### 3.2 Fractional Laplacian of other families of functions

In this section, we compute the fractional Laplacian of the families of functions defined by (3.5)-(3.9). Let us obtain first the fractional Laplacian of the complex Christoph Functions:

**Proposition 3.2.1.** Let \( \mu_n(x) \) be defined as in (3.5). Then,

\[
(-\Delta)^{\alpha/2} \mu_n(x) = \begin{cases} 
\Gamma(1+a) \binom{2F_1}{-n,1+a;1;\frac{2}{ix+1}}, & n = 0, 1, 2, \ldots, \\
-\Gamma(1+a) \binom{2F_1}{1+n,1+a;1;\frac{2}{-ix+1}}, & n = -1, -2, -3, \ldots
\end{cases}
\]

(3.19)

Moreover, the expression for \( n = 0 \) reduces to

\[
(-\Delta)^{\alpha/2} \mu_0(x) = \frac{\Gamma(1+a)}{(ix+1)^{1+a}}.
\]
3.2. Fractional Laplacian of other families of functions

Proof. First, we note that $\mu_n(x)$ can be expressed in terms of $\lambda_n(x)$ as follows:

$$
\mu_n(x) = \frac{1}{(ix+1)} \lambda_n(x) = \frac{1}{2} \lambda_n(x) \frac{(ix+1) - (ix-1)}{(ix+1)} = \frac{\lambda_n(x) - \lambda_{n+1}(x)}{2},
$$

therefore,

$$
(-\Delta)^{\alpha/2} \mu_n(x) = \frac{(-\Delta)^{\alpha/2} \lambda_n(x) - (-\Delta)^{\alpha/2} \lambda_{n+1}(x)}{2},
$$

(3.20)

so we just have to use (3.4) and simplify the resulting expression. First we assume that $n \in \mathbb{N}$. Substituting (3.4) into this last equation, and using

$$
\binom{n+1}{k+1} = \binom{n}{k+1} + \binom{n}{k},
$$

we get

$$
(-\Delta)^{\alpha/2} \mu_n(x) = \frac{\Gamma(1 + \alpha)}{(ix+1)^{1 + \alpha}} \left[ \sum_{k=0}^{n} \binom{n+1}{k+1} \frac{(-1 - \alpha)}{k} \left( \frac{2}{ix+1} \right)^{k} \right]
$$

$$
- \frac{n-1}{n} \left( \sum_{k=0}^{n} \binom{n}{k} \frac{(-1 - \alpha)}{k} \left( \frac{2}{ix+1} \right)^{k} \right) \right]
$$

$$
= \frac{\Gamma(1 + \alpha)}{(ix+1)^{1 + \alpha}} \sum_{k=0}^{n} \binom{n}{k} \left( \frac{(-1 - \alpha)}{k} \right) \left( \frac{2}{ix+1} \right)^{k},
$$

which is (3.19), for $n \in \mathbb{N}$.

On the other hand, when $n = 0$, again from (3.4),

$$
(-\Delta)^{\alpha/2} \mu_0(x) = -\frac{(-\Delta)^{\alpha/2} \lambda_1(x)}{2}
$$

$$
= \frac{\Gamma(1 + \alpha)}{(ix+1)^{1 + \alpha}} \, _2F_1 \left( 0, 1 + \alpha; 2; \frac{2}{ix+1} \right)
$$

$$
= \frac{\Gamma(1 + \alpha)}{(ix+1)^{1 + \alpha}},
$$

and (3.19) also holds.

Finally, when $n$ is a negative integer, we observe that

$$
\mu_n(x) = -\mu_{-1-n}(x),
$$

(3.21)

so, in that case, we use

$$
(-\Delta)^{\alpha/2} \mu_n(x) = -(-\Delta)^{\alpha/2} \mu_{-1-n}(x),
$$
which concludes the proof.

Before we compute the fractional Laplacian of the cosine-like and sine-like Higgins functions (3.6) and (3.7), we first express (3.4) as a polynomial on $x$ times a negative power of $(i \text{sgn}(n)x + 1)$.

**Lemma 3.2.1.** Let $\lambda_n(x)$ be defined as in (3.2), and $n \in \mathbb{Z} \setminus \{0\}$. Then, (3.4) can be expanded as

$$(-\Delta)^{\alpha/2} \lambda_n(x) = -\frac{2|n|\Gamma(1+\alpha)}{(i \text{sgn}(n)x + 1)^{|n|+\alpha}} \sum_{l=0}^{|n|-1} \binom{|n|-1}{l} (i \text{sgn}(n)x)^{|n|-1-l} \; _2F_1(-l, 1+\alpha; 2; 2).$$

(3.22)

**Proof.** Assume first that $n \in \mathbb{N}$. We express $_2F_1$ in (3.17) as a sum; then, replacing the index $k$ by $n - 1 - k$ in the sum, and expanding $(ix + 1)^l$ by Newton’s binomial formula, we get

$$(-\Delta)^{\alpha/2} \lambda_n(x) = -\frac{2\Gamma(1+\alpha)}{(ix + 1)^{1+\alpha}} \sum_{k=0}^{n-1} \binom{n}{k+1} (\frac{1}{i^k})^k (\frac{2}{i^k}) (\frac{1}{i^l}) (\frac{1}{i^{n-1-k}})$$

(3.23)

We now interchange the order of the sums and replace the indices $l$ by $n - 1 - l$ and $k$ by $n - 1 - k$; then, after some rewriting, we get,

$$(-\Delta)^{\alpha/2} \lambda_n(x) = -\frac{2n\Gamma(1+\alpha)}{(ix + 1)^{n+\alpha}} \sum_{l=0}^{n-1} (ix)^{n-1-l} \sum_{k=l}^{n-1} \frac{1}{2^k} \binom{n}{k} (\frac{1}{l}) \binom{n-1-k}{n-1-k}$$

(3.24)

which yields (3.22). The case with $n$ a negative integer follows from (3.18).

**Remark.** If we only consider $l = 0$ in (3.22), we get the asymptotic behavior of $(-\Delta)^{\alpha/2} \lambda_n(x)$:

$$(-\Delta)^{\alpha/2} \lambda_n(x) \sim -\frac{2|n|\Gamma(1+\alpha)(i \text{sgn}(n)x)^{|n|-1}}{(i \text{sgn}(n)x + 1)^{|n|+\alpha}} \sim -\frac{2|n|\Gamma(1+\alpha)}{(i \text{sgn}(n)x)^{1+\alpha}}, \quad x \to \pm \infty,$$
i.e., $|(-\Delta)^{a/2} \lambda_n(x)|$ decays at infinity as $|x|^{-1-a}$ for all $n$, whereas

$$
\lambda_n(x) - 1 = \left(1 - \frac{2}{ix + 1}\right)^n - 1 - \frac{2n}{ix + 1} \sim - \frac{2n}{ix}, \quad x \to \pm \infty,
$$
i.e., $|\lambda_n(x) - 1|$ decays at infinity as $|x|^{-1}$, for all $n$. Therefore, the operator $(-\Delta)^{a/2}$ introduces an extra decay of $|x|^{-a}$.

As a consequence of Lemma 3.2.1, we also have the following result.

**Proposition 3.2.2.** The fractional Laplacian of $(3.6)$ and $(3.7)$ is given respectively by

\[
(-\Delta)^{a/2} \text{CH}_{2n}(x)
= \begin{cases} 
0, & n = 0, \\
-\frac{2\Gamma(1 + \alpha)}{(1 + x^2)^{(1+\alpha)/2}} \sin \left((1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right), & n = 1, \\
-\frac{2n\Gamma(1 + \alpha)}{(1 + x^2)^{(n+\alpha)/2}} \sin \left((n + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right) \\
\quad \cdot \sum_{l=0}^{[\frac{n-1}{2}]} (-1)^l \binom{n-1}{2l} x^{n-2l} F_1(-2l, 1 + \alpha; 2; 2) \\
\quad + \frac{2n\Gamma(1 + \alpha)}{(1 + x^2)^{(n+\alpha)/2}} \cos \left((n + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right) \\
\quad \cdot \sum_{l=0}^{[\frac{n-2}{2}]} (-1)^l \binom{n-1}{2l+1} x^{n-2l} F_1(-2l, 1 + \alpha; 2; 2), & n = 2, 3, 4, \ldots,
\end{cases}
\]  

and

\[
(-\Delta)^{a/2} \text{SH}_{2n+1}(x)
= \begin{cases} 
\frac{2\Gamma(1 + \alpha)}{(1 + x^2)^{(1+\alpha)/2}} \cos \left((1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right), & n = 0, \\
2(n + 1)\Gamma(1 + \alpha) \cos \left((n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right) \\
\quad \cdot \sum_{l=0}^{[\frac{n}{2}]} (-1)^l \binom{n}{2l} x^{n-2l} F_1(-2l, 1 + \alpha; 2; 2) \\
\quad + \frac{2n\Gamma(1 + \alpha)}{(1 + x^2)^{(n+1+\alpha)/2}} \sin \left((n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right) \\
\quad \cdot \sum_{l=0}^{[\frac{n-1}{2}]} (-1)^l \binom{n}{2l+1} x^{n-2l} F_1(-2l, 1 + \alpha; 2; 2), & n = 1, 2, 3, \ldots.
\end{cases}
\]
Proof. From the definition of (3.6) and (3.7), together with (3.18) and Euler’s formula
\[ e^{is} = \cos(s) + i \sin(s), \]
we have immediately, for \( n = 0, 1, 2, \ldots \),
\[ CH_{2n}(x) = \Re(\lambda_n(x)), \quad SH_{2n}(x) = \Im(\lambda_{n+1}(x)), \]
and this implies (see also [7]) that
\[ CH_{2n}(\cot(s)) = \cos(2ns), \]
\[ SH_{2n+1}(\cot(s)) = \sin(2(n+1)s). \]

Since \( CH_{2n}(x) \) and \( SH_{2n}(x) \) are real, their fractional Laplacian is also real. We thus want to obtain expressions of \((-\Delta)^{a/2} CH_{2n}(x)\) and \((-\Delta)^{a/2} SH_{2n}(x)\) that avoid the use of complex numbers. To do this, we express all the complex numbers in (3.24) in their polar form: e.g., \( i^a = e^{i\pi a/2} \),
\[ \frac{1}{(x-i)^{n+a}} = \frac{(x+i)^{n+a}}{(1+x^2)^{n+a}} = \frac{e^{i(n+a) \arccot(x)}}{(1+x^2)^{(n+a)/2}}. \]

etc. Note that, since \( x = \cot(s) \), with \( s \in [0, \pi] \), we have chosen the definitions of the arctangent and the arccotangent such that \( \arctan(1/x) = \arccot(x) \in [0, \pi] \) in the last expression. Then, (3.24) becomes
\[ (-\Delta)^{a/2} \lambda_n(x) = -\frac{2n\Gamma(1+a)}{(1+x^2)^{(n+a)/2}} \sum_{l=0}^{n-1} \binom{n-1}{l} x^{n-1-l} e^{i((n+a) \arccot(x) - \pi(l+1+a)/2)} {}_2F_1(-l, 1+a; 2; 2). \] (3.27)

With respect to (3.25), the case \( n = 0 \) is trivial, because \( CH_0(1) = 1 \); otherwise, taking the real part of (3.27),
\[ (-\Delta)^{a/2} CH_{2n}(x) = -\frac{2n\Gamma(1+a)}{(1+x^2)^{(n+a)/2}} \sum_{l=0}^{n-1} \binom{n-1}{l} x^{n-1-l} \sin \left( (n+a) \arccot(x) - \frac{\pi a}{2} - \frac{\pi l}{2} \right) {}_2F_1(-l, 1+a; 2; 2) \]
\[ -\frac{2n\Gamma(1+a)}{(1+x^2)^{(n+a)/2}} \sum_{l=0}^{n-1} \cos \left( \frac{\pi l}{2} \right) \binom{n-1}{l} x^{n-1-l} {}_2F_1(-l, 1+a; 2; 2) \]
\[ + \frac{2n\Gamma(1+a)}{(1+x^2)^{(n+a)/2}} \sin \left( (n+a) \arccot(x) - \frac{\pi a}{2} \right) \sum_{l=0}^{n-1} \cos \left( \frac{\pi l}{2} \right) \binom{n-1}{l} x^{n-1-l} {}_2F_1(-l, 1+a; 2; 2). \]
3.2. Fractional Laplacian of other families of functions

When \( n = 1 \), the first sum is equal to one, and the second one is equal to zero. For the other values of \( n \), observe that \( \cos(\pi l/2) \) is zero if and only if \( l \) is odd, whereas \( \sin(\pi l/2) \) is zero, if and only if \( l \) is even. Therefore, substituting \( l \) by \( 2l \) in the first term, and by \( 2l + 1 \) in the second term, the proof of (3.25) is concluded.

Likewise, taking the imaginary part of (3.27), and replacing \( n \) by \( n + 1 \):

\[
(-\Delta)^{\alpha/2} \text{SH}_{2n+1}(x) = \frac{2(n+1)\Gamma(1+\alpha)}{(1+x^2)^{(n+1+\alpha)/2}} \sum_{l=0}^{n} \binom{n}{l} x^{n-l} \cos \left( (n+1+\alpha) \arccot(x) - \frac{\pi \alpha}{2} - \frac{\pi l}{2} \right) _2F_1(-l,1+\alpha;2;2) \\
+ \frac{2(n+1)\Gamma(1+\alpha)}{(1+x^2)^{(n+1+\alpha)/2}} \sum_{l=0}^{n} \binom{n}{l} x^{n-l} \sin \left( (n+1+\alpha) \arccot(x) - \frac{\pi \alpha}{2} \right) _2F_1(-l,1+\alpha;2;2).
\]

When \( n = 0 \), the first sum is equal to one, and the second one is equal to zero. For the other values of \( n \), we substitute again \( l \) by \( 2l \) in the first term, and by \( 2l + 1 \) in the second term, to concluded the proof of (3.26).

As before, in order to compute the fractional Laplacian of the cosine-like and sine-like Christov functions, we first express (3.19) as a polynomial on \( x \) multiplied by a rational function as follows:

**Lemma 3.2.2.** Let \( \mu_n(x) \) be defined as in (3.5). Then, (3.19) can be expanded as

\[
(-\Delta)^{\alpha/2} \mu_n(x) = \begin{cases} \\
\frac{\Gamma(1+\alpha)}{(ix+1)^{(n+1+\alpha)}} \sum_{l=0}^{n} \binom{n}{l} (ix)^{n-l} _2F_1(-l,1+\alpha;2), & n = 0,1,2,\ldots, \\
\frac{\Gamma(1+\alpha)}{(-ix+1)^{-n+\alpha}} \cdot \sum_{l=0}^{\frac{-1-n}{l}} \left( \frac{-1-n}{l} \right) (ix)^{-1-n-l} _2F_1(-l,1+\alpha;2), & n = -1,-2,-3,\ldots.
\end{cases}
\]

**Proof.** Assume \( n \) is a nonnegative number. The proof is almost identical to that of Proposition 3.2.1. Indeed, starting from the second last line in (3.19) and following
the same steps as in (3.23) and (3.24),

\[
(-\Delta)^{\alpha/2} \mu_n(x) = \frac{2^n \Gamma(1 + \alpha)}{(ix + 1)^{n+1+\alpha}} \sum_{k=0}^{n} \sum_{l=0}^{k} \frac{1}{2^k} \binom{n}{k} \binom{k}{l} \left(-1 - \alpha \right) \left(\frac{1}{n-k} \right) (ix)^l
\]

\[
= \frac{\Gamma(1 + \alpha)}{(ix + 1)^{n+1+\alpha}} \sum_{l=0}^{n} \binom{n}{l} (ix)^{n-\alpha} \sum_{k=0}^{l} \frac{1}{k} \binom{l}{k} \left(-1 - \alpha \right) \left(\frac{1}{n-k} \right) 2^k,
\]

which is (3.28). The case with \( n \) a negative integer follows from (3.21).

\[\square\]

Remark. As we did for \( (-\Delta)^{\alpha/2} \lambda_n(x) \), if we only consider \( l = 0 \) in (3.28), we get the asymptotic behavior of \( (-\Delta)^{\alpha/2} \mu_n(x) \), as \( x \to \pm \infty \):

\[
(-\Delta)^{\alpha/2} \mu_n(x) \sim \begin{cases} 
\frac{\Gamma(1 + \alpha)}{(ix + 1)^{n+1+\alpha}} \left(\frac{1}{ix + 1} \right)^{1+\alpha}, & n = 0, 1, 2, \ldots, \\
-\frac{\Gamma(1 + \alpha)}{(ix + 1)^{n+1+\alpha}} \left(\frac{1}{ix} \right)^{1+\alpha}, & n = -1, -2, -3, \ldots;
\end{cases}
\]

whereas

\[
\mu_n(x) = \frac{1}{2} \left[ \left(1 - \frac{2}{ix + 1} \right)^n - \left(1 - \frac{2}{ix + 1} \right)^{n+1} \right] \sim \frac{1}{ix + 1} \sim \frac{1}{ix}, \quad x \to \pm \infty.
\]

Therefore, as expected, the operator \( (-\Delta)^{\alpha/2} \) applied on \( \mu_n(x) \) introduces an extra decay of \( |x|^{-\alpha} \).

As a consequence of Lemma 3.2.2, we have the following result.

**Proposition 3.2.3.** The fractional Laplacian of (3.8) and (3.9) is given respectively by

\[
(-\Delta)^{\alpha/2} \text{CC}_2 n(x) = \frac{2n \Gamma(1 + \alpha)}{(1 + x^2)^{(n+1+\alpha)/2}} \sin \left( (n + 1 + \alpha) \arccot(x) - \frac{\pi \alpha}{2} \right)
\]

\[
\sum_{l=0}^{\left\lfloor \frac{n}{2} \right\rfloor} (-1)^l \binom{n}{2l} x^{n-2l} F_1(-2l, 1 + \alpha; 2; 1)
\]

\[
- \frac{2n \Gamma(1 + \alpha)}{(1 + x^2)^{(n+1+\alpha)/2}} \cos \left( (n + 1 + \alpha) \arccot(x) - \frac{\pi \alpha}{2} \right)
\]

\[
\sum_{l=0}^{\left\lfloor \frac{n-1}{2} \right\rfloor} (-1)^l \binom{n}{2l+1} x^{n-2l-1} F_1(-2l - 1, 1 + \alpha; 2; 1), \quad (3.29)
\]
and
\[
(-\Delta)^{n/2} \text{SC}_{2n+1}(x) = \frac{2n\Gamma(1+\alpha)}{(1 + x^2)^{(n+1)/2}} \cos \left((n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right)
\]
\[+ i^{n/2} \sum_{l=0}^{\lfloor n/2 \rfloor} (-1)^l \left(\frac{n}{2l}\right) x^{n-2l} \text{F}_{21}(-2l, 1 + \alpha; 2; 1)\]
\[+ \frac{2n\Gamma(1+\alpha)}{(1 + x^2)^{(n+1)/2}} \sin \left((n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right)
\]
\[+ i^{n/2} \sum_{l=0}^{\lfloor n/2 \rfloor} (-1)^l \left(\frac{n}{2l+1}\right) x^{n-2l-1} \text{F}_{21}(-2l - 1, 1 + \alpha; 2; 1). \quad (3.30)
\]

**Proof.** The proof is very similar to that of Proposition 3.2.2, so we omit some details. We first observe that, from (3.8), (3.9) and (3.21) (see also [7]), for \( n = 0, 1, 2, \ldots \),
\[
\text{CC}_{2n}(x) = \Re(\mu_n(x)), \quad \text{SC}_{2n+1}(x) = -\Im(\mu_{n+1}(x)),
\]
hence,
\[
\text{CC}_{2n}(\cot(s)) = \frac{\cos(2ns) - \cos(2(n+1)s)}{2},
\]
\[
\text{SC}_{2n+1}(\cot(s)) = \frac{\sin(2(n+1)s) - \sin(2ns)}{2}.
\]
We treat first the case where \( n \) is a nonnegative integer. Then, we express all the complex numbers appearing in (3.28) in their polar form, to obtain:
\[
(-\Delta)^{n/2} \mu_n(x) = \frac{\Gamma(1+\alpha)}{(1 + x^2)^{(n+1)/2}} \sum_{l=0}^{n} \left(\frac{n}{l}\right) x^{n-l} e^{i((n+1+\alpha)\arccot(x) - \pi(l+1+\alpha)/2)} \text{F}_{21}(-l, 1 + \alpha; 1; 2). \quad (3.31)
\]
Now, taking the real part of (3.31) gives
\[
(-\Delta)^{n/2} \text{CC}_{2n}(x) = \frac{\Gamma(1+\alpha)}{(1 + x^2)^{(n+1)/2}} \sum_{l=0}^{n} \left(\frac{n}{l}\right) x^{n-l} \sin \left((n + 1 + \alpha) \cot(x) - \frac{\pi\alpha}{2} - \frac{l\pi}{2}\right) \text{F}_{21}(-l, 1 + \alpha; 2; 1)
\]
\[= \frac{2n\Gamma(1+\alpha)}{(1 + x^2)^{(n+1)/2}} \sin \left((n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right)
\]
\[+ \sum_{l=0}^{n} \cos \left(\frac{l\pi}{2}\right) \left(\frac{n}{l}\right) x^{n-l} \text{F}_{21}(-l, 1 + \alpha; 2; 1)
\]
\[= \frac{2n\Gamma(1+\alpha)}{(1 + x^2)^{(n+1)/2}} \cos \left((n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2}\right)
\]
\[+ \sum_{l=0}^{n} \sin \left(\frac{l\pi}{2}\right) \left(\frac{n}{l}\right) x^{n-l} \text{F}_{21}(-l, 1 + \alpha; 2; 1).
\]
Substituting \( l \) by \( 2l \) in the first term, and by \( 2l + 1 \) in the second term of the last expression, we get (3.29).

Likewise, taking the imaginary part of (3.27) and changing the sign, we have

\[
(-\Delta)^{\alpha/2} SC_{2n+1}(x) = \frac{\Gamma(1 + \alpha)}{(1 + x^2)((n+1+\alpha)/2)} \sum_{l=0}^{n} \binom{n}{l} x^{n-l} \cos \left( (n + 1 + \alpha) \cot(x) - \frac{\pi\alpha}{2} - \frac{\pi l}{2} \right) 2F_1(-l, 1 + \alpha; 2; 1)
\]

\[
= \frac{2n\Gamma(1 + \alpha)}{(1 + x^2)((n+1+\alpha)/2)} \cos \left( (n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2} \right) \sum_{l=0}^{n} \binom{n}{l} x^{n-l} 2F_1(-l, 1 + \alpha; 2; 1)
\]

\[
+ \frac{2n\Gamma(1 + \alpha)}{(1 + x^2)((n+1+\alpha)/2)} \sin \left( (n + 1 + \alpha) \arccot(x) - \frac{\pi\alpha}{2} \right) \sum_{l=0}^{n} \sin \left( \frac{\pi l}{2} \right) \binom{n}{l} x^{n-l} 2F_1(-l, 1 + \alpha; 2; 1).
\]

Finally, substituting \( l \) by \( 2l \) in the first term, and by \( 2l + 1 \) in the second term of the last expression, we get (3.30).

### 3.2.1 Cases with \( \alpha \in \{0, 1, 2\} \)

Since we are working with \( \alpha \in (0, 2) \), it is interesting to see what happens if we evaluate (3.4), (3.19) and their cosine-like and sine-like expressions at the ends and at the middle point of the interval. For that purpose, we first express \( \lambda_n(x) \) in (3.2) as

\[
\lambda_n(x) = \frac{(i \text{sgn}(n)x - 1)^{|n|}}{i \text{sgn}(n)x + 1};
\]

hence,

\[
\lambda'_n(x) = \frac{2in}{(i \text{sgn}(n)x + 1)^2} \left( \frac{i \text{sgn}(n)x - 1}{i \text{sgn}(n)x + 1} \right)^{|n|-1},
\]

\[
\lambda''_n(x) = \frac{4inx - 4n^2}{(i \text{sgn}(n)x + 1)^4} \left( \frac{i \text{sgn}(n)x - 1}{i \text{sgn}(n)x + 1} \right)^{|n|-2}.
\]

We also need Newton’s binomial formula and its derivative:

\[
(1 + z)^{n-1} = \sum_{k=0}^{n-1} \binom{n-1}{k} z^k \implies (n - 1)(1 + z)^{n-2} = \sum_{k=1}^{n-1} k \binom{n-1}{k} z^{k-1}.
\]
Let us consider first the case with $\alpha = 0$, $n \in \mathbb{Z} \setminus \{0\}$:

$$
\lim_{\alpha \to 0^+} (-\Delta)^{\alpha/2} \lambda_n(x) = -\frac{2|n|\Gamma(1)}{i \text{sgn}(n)x + 1} 2F_1 \left(1 - |n|, 1; \frac{2}{i \text{sgn}(n)x + 1} \right)
= \sum_{k=0}^{\lfloor |n| \rfloor - 1} \left(\frac{|n|}{k+1}\right) \left(\frac{-2}{i \text{sgn}(n)x + 1}\right)^{k+1}
= \sum_{k=1}^{\lfloor |n| \rfloor} \left(\frac{|n|}{k}\right) \left(\frac{-2}{i \text{sgn}(n)x + 1}\right)^k
= \left(1 - \frac{2}{i \text{sgn}(n)x + 1}\right)^{|n|} - 1
= \lambda_n(x) - 1.
$$

Therefore, for $n = 0, 1, 2, \ldots$,

$$
\lim_{\alpha \to 0^+} (-\Delta)^{\alpha/2} \text{CH}_{2n}(x) = \text{CH}_{2n}(x) - 1,
\lim_{\alpha \to 0^+} (-\Delta)^{\alpha/2} \text{SH}_{2n+1}(x) = \text{SH}_{2n+1}(x).
$$

Observe that, as with $\lambda_0(x) = 1$ in (3.1), this limit is singular for $\lambda_n(x)$ and $\text{CH}_{2n}$, since their respective Fourier transforms are not classical functions. On the other hand, the limit for $\text{SH}_{2n+1}(x)$ is continuous, because the function belongs to $L^2(\mathbb{R})$, and, hence, its Fourier transform is well defined. Therefore, if we consider instead of $\lambda_n(x)$ and $\text{CH}_{2n}(x)$, $\lambda_n(x) - 1$ and $\text{CH}_{2n} - 1$, respectively, the functions belong now to $L^2(\mathbb{R})$, and

$$
\lim_{\alpha \to 0^+} (-\Delta)^{\alpha}(\lambda_n(x) - 1) = \lambda_n(x) - 1
= (-\Delta)^0(\lambda_n(x) - 1),
\lim_{\alpha \to 0^+} (-\Delta)^{\alpha}(\text{CH}_{2n}(x) - 1) = \text{CH}_{2n}(x) - 1
= (-\Delta)^0(\text{CH}_{2n}(x) - 1),
$$

i.e., the limit is now continuous. Likewise, the limit is also continuous for $\mu_n(x)$ (and, hence, for $\text{CC}_{2n}(x)$ and $\text{SC}_{2n+1}(x)$), because they are in $L^2(\mathbb{R})$. Indeed, from (3.20),

$$
\lim_{\alpha \to 0^+} (-\Delta)^{\alpha/2} \mu_n(x) = \lim_{\alpha \to 0^+} \left(\frac{(-\Delta)^{\alpha/2} \lambda_n(x) - (-\Delta)^{\alpha/2} \lambda_{n+1}(x)}{2}\right)
= \frac{\lambda_n(x) - \lambda_{n+1}(x)}{2}
= (-\Delta)^0 \mu_n(x).
$$
Unlike the previous case, the case with $\alpha = 2$ poses no problems:

$$\lim_{\alpha \to 2} (-\Delta)^{\alpha/2} \lambda_n(x) = -\frac{2|n|\Gamma(3)}{(i \sgn(n)x + 1)^3} F_1 \left(1 - |n|, 3; 2; \frac{|n| + 1}{i \sgn(n)x + 1}\right)$$

$$= -\frac{2|n|}{(i \sgn(n)x + 1)^3} \sum_{k=0}^{\lfloor |n|/2 \rfloor} \left(\frac{|n| - 1}{k}\right)(k+2) \left(-\frac{2}{i \sgn(n)x + 1}\right)^k$$

$$= \frac{4|n|(|n| - 1)}{(i \sgn(n)x + 1)^4} \left(1 - \frac{2}{i \sgn(n)x + 1}\right)^{|n|-2}$$

$$- \frac{4|n|}{(i \sgn(n)x + 1)^3} \left(1 - \frac{2}{i \sgn(n)x + 1}\right)^{|n|-1}$$

$$= -\lambda_n''(x),$$

i.e., we recover $(-\Delta)^1 \lambda_n(x)$. This is also true for all $\mu_n(x)$, $\mathrm{CH}_{2n}(x)$, $\mathrm{SH}_{2n+1}(x)$, $\mathrm{CC}_{2n}(x)$ and $\mathrm{SC}_{2n+1}(x)$. Finally, when $\alpha = 1$,

$$\lim_{\alpha \to 1} (-\Delta)^{\alpha/2} \lambda_n(x) = -\frac{2|n|\Gamma(2)}{(i \sgn(n)x + 1)^2} F_1 \left(1 - |n|, 2; 2; \frac{|n| + 1}{i \sgn(n)x + 1}\right)$$

$$= -\frac{2|n|}{(i \sgn(n)x + 1)^2} \sum_{k=0}^{\lfloor |n|/2 \rfloor} \left(\frac{|n| - 1}{k}\right)(k+2) \left(-\frac{2}{i \sgn(n)x + 1}\right)^k$$

$$= \frac{2|n|}{(i \sgn(n)x + 1)^2} \left(1 - \frac{2}{i \sgn(n)x + 1}\right)^{|n|-1}$$

$$= i \sgn(n)\lambda_n'(x).$$

Note that, if we express the last equality in terms of $s$, we obtain $2|n| \sin^2(s)e^{2ns}$, which is precisely the expression for $(-\Delta)^{1/2} \lambda_n(\cot(s))$ obtained in Chapter 2 using a completely different approach. Consequently, for $n = 0, 1, 2, \ldots$, from (3.6) and (3.7), respectively,

$$(-\Delta)^{1/2} \mathrm{CH}_{2n}(x) = \frac{i \sgn(n)\lambda_n'(x) + i \sgn(-n)\lambda'_{-n}(x)}{2}$$

$$= \begin{cases} 0, & n = 0, \\ -\mathrm{SH}'_{2n-1}(x), & n \in \mathbb{N}, \end{cases}$$

$$(-\Delta)^{1/2} \mathrm{SH}_{2n+1}(x) = \frac{i \sgn(n+1)\lambda'_{n+1}(x) - i \sgn(-n-1)\lambda'_{-n-1}(x)}{2i}$$

$$= \mathrm{CH}'_{2n+2}(x).$$

Similarly, in the case of $\mu_n(x)$,

$$(-\Delta)^{1/2} \mu_n(x) = \frac{i \sgn(n)\lambda_n'(x) - i \sgn(n+1)\lambda'_{n+1}(x)}{2}$$

$$= \begin{cases} i\mu_n'(x), & n = 0, 1, 2, \ldots, \\ -i\mu_n'(x), & n = -1, -2, -3, \ldots, \end{cases}$$
or, equivalently, $(-\Delta)^{1/2} \mu_n(x) = i \text{sgn}(n + 1/2) \mu'_n(x)$. Therefore, for $n = 0, 1, 2, \ldots$, from (3.8) and (3.9), respectively,

$$
(-\Delta)^{1/2} CC_{2n}(x) = \frac{i \text{sgn}(n + 1/2) \mu'_n(x) - i \text{sgn}(-n - 1/2) \mu'_{-n-1}(x)}{2} = SC'_{2n+1}(x),
$$

$$
(-\Delta)^{1/2} SC_{2n+1}(x) = \frac{-i \text{sgn}(n + 1/2) \mu'_n(x) + i \text{sgn}(-n - 1/2) \mu'_{-n-1}(x)}{2i} = -CC'_{2n}(x).
$$

Observe that all the equalities for $\alpha = 1$ can be derived from the fact that $\lambda_n(x)$ and $\mu_n(x)$ are eigenfunctions of the Hilbert transform (see for instance [64, 65]).

### 3.3 Numerical implementation of (3.4)

In this Section, we will focus on the numerical implementation of (3.4), because the other functions considered in this chapter can be expressed in terms of $\lambda_n(x)$. Moreover, we will reduced ourselves to the case with $n \in \mathbb{N}$, because the case with nonpositive $n$ is trivially reduced to the former. All the experiments that follow have been carried out in an HP ZBook 15 G3 with processor Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz, graphic card NVIDIA Quadro M1000M, and 16384MB of RAM, under Windows 7 Enterprise with Service Pack 1. We have mainly worked with MATLAB R2019b [8], but have also used MATHEMATICA 11.3 [105] in a few examples.

Let us start by discussing the drawbacks of attempting to implement (3.4) by using implementations of $2F_1$ in commercial mathematical software. Even if commands that approximate numerically $2F_1$ functions are available in, among others, MATLAB and MATHEMATICA, it seems that there is still no satisfactory implementation of $2F_1$ for all its possible values. For example, in our case, there seem to be cancellation errors, due to the fact that we are adding and subtracting alternatively very large numbers. Recall that the infinite series in (3.10) converges in general for $|z| < 1$, which in our case means $|z| = |2/(ix + 1)| < 1$ or $|x| > \sqrt{3}$, even if we are interested in evaluating it at any $x \in \mathbb{R}$. On the other hand, since the first parameter of $2F_1$ in (3.4), $1 - n$, is negative or zero, it implies that the numerical approximation of (3.4) is reduced to computing a finite sum, which is always convergent, so, in principle, we should expect no serious accuracy issues from a commercial implementation. However, if we consider for instance $x = 0$, for which $|2/(ix + 1)|$ is largest (and, hence, the worst case), it is easy to check that both MATLAB and MATHEMATICA return wrong results for not too large values of $n$. Take for example $n = 400$ and $\alpha = 1.5$; then, the MATHEMATICA command

```math
Hypergeometric2F1[{-399, 2.5}, 2, 2]
```

gives $6.2771 \cdot 10^{57}$, whereas the MATLAB command

```matlab
hypergeom([-399, 2.5], 2, 2)
```
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yields \( 4.9217 \cdot 10^{18} \). This is due to the fact that the signs of \( (1 - n)_k \) alternate, whereas \( (1 + \alpha)_k \) is always positive; hence, we are summing large quantities with alternating signs, for which a 64-bit floating point representation is clearly insufficient to store all the required digits, giving rise to severe rounding errors. Nevertheless, it is possible to obtain the correct results with both programs by just introducing minor modifications. More precisely, both

\[
N[\text{Hypergeometric2F1}[-399, 5/2, 2, 2]]
\]

and

\[
double(\text{hypergeom}([-399, \text{str2sym}('5/2')], 2, 2))
\]

return the correct result, \( _2F_1(-399, 2.5; 2; 2) = -21.2769 \ldots \). In fact, if we omit respectively the commands \( \text{N} \) and \( \text{double} \), we get a fraction with very large nominator and denominator. Observe that, in \text{MATHEMATICA}, \( 5/2 \) is treated natively in a different way as \( 2.5 \), which is stored using a floating point representation; whereas, in \text{MATLAB}, to obtain a similar effect, the Symbolic Math Toolbox needs to be installed. Then,

\[
\text{str2sym}('5/2')
\]

transforms the string ‘\( 5/2 \)’ into a symbolic object that stores the fraction \( 5/2 \).

In the rest of the section, for the sake of simplicity, we will work exclusively with \text{MATLAB}. The previous arguments suggest working with fractions whenever possible. However, if some of the parameters of \( _2F_1 \) are irrational, approximating them adequately by fractions might involve large numerators and denominators, which does not seem ideal, either. Instead, we have found more advisable to work with a larger number of digits, which can be done by means of the function \text{vpa} included in the Symbolic Math Toolbox. The name of this command comes from the initials of “variable-precision arithmetic”, i.e., arbitrary-precision arithmetic, and evaluates by default its argument to at least 32 digits, even if another number of digits can be specified as a second argument of \text{vpa}; e.g.,

\[
\text{vpa(str2sym('pi'), 500)}
\]

returns 500 exact digits of \( \pi \). Furthermore, it is possible to change globally the default number of digits to \( d \) by means of \text{digits(d)}. Take for instance \( n = 400 \), \( \alpha = \sqrt{3} \), then

\[
\text{hypergeom}([-399, 1 + \text{sqrt}(3)], 2, 2)
\]

returns \( -1.4831 \cdot 10^{18} \); whereas \text{digits(24)}; followed by

\[
\text{hypergeom}([-399, \text{vpa(str2sym('1 + sqrt(3)'))}], 2, 2)
\]

returns the exact value of the first 24 digits of \( _2F_1(-399, 1 + \sqrt{3}; 2; 2) \), namely

\[
-84.1742043148953740804326
\]

Therefore, in our opinion, the use of arbitrary precision is the easiest and safest way to guarantee that the results returned by \( _2F_1 \) are correct, and, indeed, research is currently been conducted on this area (see for instance [131] and its references,
where \( \binom{2}{F_1} \) and other hypergeometric functions are computed in arbitrary-precision interval arithmetic).

Coming back to the implementation of (3.4), note that \( z \) in

\[
\text{hypergeom([a,b],c,z)}
\]

can be a vector, but \( a, b \) and \( c \) must be scalars. Therefore, if we have a function \( u(x) \) represented as say

\[
u(x) = \sum_{n=-N}^{N} a_n \lambda_n(x),
\]

and want to approximate its fractional Laplacian by using \text{hypergeom}, we have to invoke this command \( N \) times using arbitrary precision, i.e. for \( n = 1, \ldots, N \), which can be extremely expensive from a computational point of view. For example, executing

\[
\text{hypergeom([1-n, vpa(str2sym('1 + sqrt(3))))], 2, 2)}
\]

for \( n = 1,2,\ldots,40 \), using 24 digits, requires 24.31 seconds, even if we are considering just one single value of \( z \). To avoid this, we compute (3.4) by using directly a series representation, but in such a way that the evaluations for different \( n \) are done simultaneously (and as much independently from \( \alpha \) as possible), which is much more efficient. More precisely, we express (3.4) in the following form and evaluate it at \( M \) different spatial nodes \( x_0, \ldots, x_{M-1} \):

\[
(-\Delta)^{\alpha/2} \lambda_n(x_j) = -\Gamma(1+\alpha)(ix+1)^{-\alpha} \cdot \sum_{k=1}^{n} \binom{n}{k} \left( \frac{-1}{k-1} \right) \left( \frac{2}{ix_j + 1} \right)^k, \quad n \in \{1, \ldots, N\}. \quad (3.32)
\]

After converting \( \alpha \) and \( \pi \) to arbitrary precision, we generate the spatial nodes and store them in one column vector \( x = (x_0, \ldots, x_{M-1})^T \). Then, we create a matrix \( A \in M_{M\times N}(\mathbb{C}) \), such that its columns are precisely the powers \( \{1, \ldots, N\} \) of the entries of

\[
\left( \frac{2}{ix_0 + 1}, \ldots, \frac{2}{ix_{M-1} + 1} \right)^T,
\]

i.e.,

\[
A = \begin{pmatrix}
\left( \frac{2}{ix_0 + 1} \right)^1 & \cdots & \left( \frac{2}{ix_0 + 1} \right)^N \\
\vdots & \ddots & \vdots \\
\left( \frac{2}{ix_{M-1} + 1} \right)^1 & \cdots & \left( \frac{2}{ix_{M-1} + 1} \right)^N
\end{pmatrix}.
\]

This can be done in parallel by just typing

\[
A = (2 ./ (1i * x + 1)) .^ (1:N);
\]
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Afterward, we create a matrix $B \in \mathcal{M}_{N \times N}(\mathbb{C})$ that stores the binomial coefficients computed using arbitrary precision:

$$B = \begin{pmatrix}
(\binom{1}{1}) & (\binom{2}{1}) & (\binom{3}{1}) & \ldots & (\binom{N}{1}) \\
0 & (\binom{2}{2}) & (\binom{3}{2}) & \ldots & (\binom{N}{2}) \\
0 & 0 & (\binom{3}{3}) & \ldots & (\binom{N}{3}) \\
& \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & (\binom{N}{N})
\end{pmatrix},$$

which can be done column-wise by using

$$\binom{n+1}{k+1} = \binom{n}{k+1} + \binom{n}{k}.$$

However, if we apply recursively this property, we get

$$\binom{n+1}{k+1} = \binom{n}{k} + \binom{n}{k+1} = \binom{n-1}{k} + \binom{n-1}{k+1} = \ldots = \sum_{j=0}^{n} \binom{j}{k},$$

which allows to generate $B$ row-wise as well.

This alternative implementation appears to be faster and is the one we have adopted. More precisely, after initializing $B$ with

$$B = \text{vpa}(\text{zeros}(N, N));$$

we store the first row, which is explicitly known, i.e.,

$$B(1, :) = 1:N;$$

Then, each remaining row is generated recursively by computing the cumulative sum of the entries of the previous row, i.e.,

$$\text{for } n = 2:N, B(n, n:N) = \text{cumsum}(B(n-1, n-1:N-1)); \text{ end}$$

At this point, it is important to underline that both $A$ and $B$ are completely independent from $\alpha$, so they can be generated once and then be reused to evaluate (3.32) at different values of $\alpha$. Furthermore, the parts of (3.32) that depend actually on $\alpha$ (which we store in an arbitrary-precision variable $a$) can be stored in just two vectors $c \in \mathcal{M}_{1\times1}(\mathbb{C})$ and $d \in \mathcal{M}_{1\times N}(\mathbb{C})$; the former is a column vector containing the entries of $ix + 1$ raised to the power $-\alpha$, i.e.,

$$c = (1i \ast x + 1) .^\wedge (-a);$$

whereas the latter is a row vector formed by the values

$$-\Gamma(1 + \alpha)\binom{-1 - \alpha}{k - 1}, \quad k = 1, \ldots, N.$$
Moreover, we observe that the entries of \( \mathbf{d} \) can be generated by obtaining the cumulative product of the following quantities:

\[
\left\{-\Gamma(1 + \alpha), \frac{-1 - \alpha}{1}, \frac{-2 - \alpha}{2}, \ldots, \frac{-(N + 1) - \alpha}{N - 1}\right\},
\]

i.e.,

\[
\mathbf{d} = \text{cumprod}([-\text{gamma}(1 + \alpha), -1 - \alpha ./ (1:N-1)]);
\]

At this point, combining all the previously defined variables elements, we generate a matrix \( \mathbf{M}_\alpha \in \mathcal{M}_{M \times N}(\mathbb{C}) \), such that its columns correspond to (3.32) evaluated at \( n = 1, \ldots, N \), respectively:

\[
\mathbf{M}_\alpha = \text{diag}(\mathbf{c}) \mathbf{A} \text{ diag}(\mathbf{d}) \mathbf{B},
\]

where \( \text{diag}(\mathbf{c}) \in \mathcal{M}_{M \times M}(\mathbb{C}) \) and \( \text{diag}(\mathbf{d}) \in \mathcal{M}_{N \times N}(\mathbb{C}) \) are the diagonal matrices whose diagonal entries are \( \mathbf{c} \) and \( \mathbf{d} \) respectively; in \texttt{MATLAB},

\[
\mathbf{M}_\alpha = \text{diag}(\mathbf{c}) * \mathbf{A} * \text{diag}(\mathbf{d}) * \mathbf{B};
\]

In this regard, let us mention that we have found that this equivalent expression executes a bit faster:

\[
\mathbf{M}_\alpha = (\mathbf{A} \circ (\mathbf{c} \cdot \mathbf{d})) \mathbf{B},
\]

where \( \circ \) denotes the Hadamard product, i.e., the entrywise product between matrices or equal size. In that case,

\[
\mathbf{M}_\alpha = (\mathbf{A} .* (\mathbf{c} * \mathbf{d})) * \mathbf{B};
\]

Finally, the resulting matrix can be cast to the 64-bit floating point format by means of

\[
\mathbf{M}_\alpha = \text{double}(\mathbf{M}_\alpha);
\]

Observe that, if \( \mathbf{M}_\alpha \) is very large, it might happen that \texttt{double} cannot be applied to a whole arbitrary-precision matrix, because the capacity of \texttt{MATLAB} is exceeded; in that case, the conversion has to be done row-wise or column-wise, although the global impact is small.

In the following subsection, we will perform the numerical experiments; special attention will be given to the number of digits necessary to compute \( \mathbf{M}_\alpha \) with satisfactory accuracy.

### 3.3.1 Numerical experiments

The procedure to generate \( \mathbf{M}_\alpha \in \mathcal{M}_{M \times N}(\mathbb{C}) \) that we have just explained is by definition \textit{exact}, provided that a large enough number of digits is chosen. In our numerical experiments, we have observed that the number of necessary digits is virtually independent from the choice of \( \alpha \in (0, 2) \); in what follows, we have used systematically the irrational value \( \alpha = \sqrt{3} \). We have first considered only the worst case \( x = 0 \),
and have thus approximated \((-\Delta)^{\sqrt{3}/2}\lambda_N(0), \) i.e., have computed the last element of the row vector \(M_{\sqrt{3}} \in \mathcal{M}_{1 \times N}(\mathbb{C})\) using arbitrary precision with an increasing number of digits, until satisfactory convergence is achieved. Let \(m_N^{(k)}\) denote the \(k\)-digit approximation of \((-\Delta)^{\sqrt{3}/2}\lambda_N(0)\); then, we take as stopping criterion that

\[
\left| \frac{m_N^{(k)} - m_N^{(k+1)}}{m_N^{(k+1)}} \right| < \epsilon, \tag{3.33}
\]

where \(\epsilon = 2^{-52}\), eps in MATLAB, is the so-called machine epsilon in 64-bit floating point arithmetic. Note that the use of the relative discrepancy between \(m_N^{(k)}\) and \(m_N^{(k+1)}\) is justified because \(|(-\Delta)^{\sqrt{3}/2}\lambda_N(0)|\) quickly grows with \(N\) (we have found experimentally that \(|(-\Delta)^{\sqrt{3}/2}\lambda_N(0)| \approx 3.322N^{\sqrt{3}}\), and we are interested in choosing the adequate number of global digits (before and after the decimal point), not of correct decimals. Remark that, in the numerical experiments, we have found that, in general, the number of digits required does not diminish with \(N\), even if, very occasionally, that quantity can be slightly smaller for \(N+1\) than for \(N\). Hence, in order to determine the number of digits for a given \(N+1\), it is completely safe to start generating \(m_{N+1}^{(k)}\) with the same number of digits \(k\) necessary to generate \(m_N^{(k)}\) satisfying (3.33), and then increase \(k\) by one unity, until the convergence condition (3.33) is fulfilled. In Figure 3.2, we have plotted the number of digits with respect to \(N\); note that the graph is roughly a straight line with slope slightly less than 1/2; in fact, the least squares regression line is \(\hat{y} = 0.47598x + 6.6938\). On the other hand,

![Figure 3.2: Number of digits as a function of \(N\) necessary to approximate \(M_\alpha \in \mathcal{M}_{1 \times N}(\mathbb{C})\) with accuracy (3.33)](image)

for a given number of columns \(N\), we have also considered \(N\) nodes \(\{x_0, \ldots, x_{N-1}\}\) and approximated the whole matrix \(M_{\sqrt{3}} \in \mathcal{M}_{N \times N}(\mathbb{C})\). In order to compare the results with those in Chapter 2, we have taken equally-spaced non-end nodes \(s_j\), which determine the choice of \(x_j\):

\[
s_j = \frac{\pi(2j + 1)}{2N} \Rightarrow x_j = \cot \left( \frac{\pi(2j + 1)}{2N} \right), \quad 0 \leq j \leq N-1. \tag{3.34}
\]
Let $M_{\sqrt{3}}^{(k)} \in \mathcal{M}_{N \times N}(\mathbb{C})$ denote the approximation of $(-\Delta)^{(\sqrt{3}/2)} \lambda_n(x_j)$, for $n \in \{1, \ldots, N\}$, $j \in \{0, \ldots, N - 1\}$, using arbitrary precision arithmetic with $k$ digits. Bearing in mind that $x_{N-1-j} = -x_j$, we have

$$(-\Delta)^{(\sqrt{3}/2)} \lambda_n(x_{N-1-j}) = (-\Delta)^{(\sqrt{3}/2)} \lambda_n(-x_j) = (-\Delta)^{(\sqrt{3}/2)} \lambda_n(x_j),$$

so the last $\lfloor N/2 \rfloor$ rows of $M_{\sqrt{3}}^{(k)}$ can be generated from its first $\lfloor N/2 \rfloor$ rows, which reduces the global computational cost. Observe that, from (3.22), it follows that $\lim_{x \to \pm \infty} (-\Delta)^{\sqrt{3}/2} |\lambda_n(x)| = 0$ in (3.4), for all $n$, so, in general, we can expect very large differences in the orders of magnitude of the different entries of $M_\alpha$. Therefore, denoting $M_\alpha^{(k)} = [m_{ij}^{(k)}]$ and $M_\alpha^{(k+1)} = [m_{ij}^{(k+1)}]$, we take now as stopping criterion that

$$\max_{ij} \left( \min \left\{ \left| m_{ij}^{(k)} - m_{ij}^{(k+1)} \right|, \left| \frac{m_{ij}^{(k)} - m_{ij}^{(k+1)}}{m_{ij}^{(k+1)}} \right| \right\} \right) < \varepsilon, \quad (3.35)$$

where, again, $\varepsilon = 2^{-52}$. We have found this criterion to be very adequate, because, when $m_{ij}^{(k)}$ and $m_{ij}^{(k+1)}$ are infinitesimal, the absolute discrepancy is enough to establish convergence, whereas, for larger values, it is preferable to consider the relative discrepancy.

Similarly as in the previous example, in order to obtain the number of digits for a given $N + 1$, we start generating the matrix $M_{\sqrt{3}}^{(k)} \in \mathcal{M}_{(N+1) \times (N+1)}(\mathbb{C})$ with the number of digits $k$ necessary to generate $M_{\sqrt{3}}^{(k)} \in \mathcal{M}_{N \times N}(\mathbb{C})$ satisfying (3.35), and then increase $k$ by one unity, until (3.35) is fulfilled. On the left-hand side of Figure 3.3, we have plotted the number of digits with respect to $N$; the graph is very similar (but not identical) to that in Figure 3.2, the least squares regression line being now $\hat{y} = 0.47777x + 7.3617$; and we have found very similar results for other values of $\alpha$. Obviously, if we consider another nodal distribution such that every node $x_j$ satisfies $2/|x_j + 1| \ll 1$, the number of digits will be smaller.

We have also compared the approximation of the $N^2$ values $(-\Delta)^{(\sqrt{3}/2)} \lambda_n(x_j)$ via the matrices just generated, which we denote $M_\alpha^{ppa} \in \mathcal{M}_{N \times N}(\mathbb{C})$, with those given by the method explained in Chapter 2, which we denote $M_\alpha^{old} \in \mathcal{M}_{N \times N}(\mathbb{C})$; remark that we have adopted the method in Chapter 2 with only minor modification to make it produce matrices of the required size, using $l_{lim} = 1000$, for all the values of $N$. On the right-hand side of Figure 3.3, we have plotted the discrepancy $d(M_\alpha^{ppa}, M_\alpha^{old})$ between both (largely unrelated) techniques, using a formula similar to (3.35):

$$d(M_\alpha^1, M_\alpha^2) \equiv \max_{ij} \left( \min \left\{ \left| m_{ij}^1 - m_{ij}^2 \right|, \left| \frac{m_{ij}^1 - m_{ij}^2}{m_{ij}^2} \right| \right\} \right); \quad (3.36)$$

such discrepancy is of the order of $10^{-11}$ for the first 500 values of $N$. Note that, although (3.36) is not symmetric, the results provided by $d(M_\alpha^{ppa}, M_\alpha^{old})$ and those
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Figure 3.3: Left: Number of digits necessary to approximate \( M^\text{vpa}_\alpha \in \mathcal{M}_{M \times M}(\mathbb{C}) \), as a function of \( M \), for \( \alpha = \sqrt{3} \). Right: Comparison with the results in Chapter 2, using (3.36).

The method that we are describing in this chapter is, in comparison with the method described in Chapter 2, much simpler to implement and exact by definition, but, in principle, much more expensive computationally, even if it still largely outperforms the Matlab function \texttt{hypergeom}. Recall that \texttt{hypergeom} uses transformation formulas like those in [4, Ch. 15.3], which allow it to evaluate \( {}_2F_1 \) in (3.4), using 64-bit floating point arithmetic, for a much larger range of values of \( n \) than it would be possible by simply using the representation (3.12), although it has to be invoked individually for each value of \( n \). To give an idea of the time needed for each technique, we have
3.3. Numerical implementation of (3.4)

considered $M_\alpha \in \mathcal{M}_{N \times N}(\mathbb{C})$, for $N = 330$, i.e., a size for which `hypergeom` produces accurate results without using arbitrary precision. We have generated column-wise $M_\alpha$ with `hypergeom` using directly (3.4), which we denote $M_\alpha^{dp}$, where the superscript $dp$ stands for double (i.e., 64-bit) precision, needing 1265.04 sec, whereas $M_\alpha^{old}$ (based on Chapter 2) and $M_\alpha^{vpa}$ (using `vpa`) required only 3.44 sec and 54.64 sec, respectively.

To have a more complete picture of the possibilities and limitations of variable-precision arithmetic, we have also tested `ADVANPIX` [132], the Multiprecision Computing Toolbox for MATLAB. Its main command is `mp`, which stands for multiple precision, and works pretty much in the same way as `vpa`, but, unlike `vpa`, it cannot receive symbolic objects as parameters; e.g., to obtain the multiply precision approximation of $\sqrt{3}$, we just type

$$\text{mp('sqrt(3)')}$$

By default, the number of significant digits of `mp` is 34 (quadruple precision); and it can changed globally to $d$ digits by means of

$$\text{mp.Digits(d)}$$

or, individually, as a second argument of `mp`. It is important to remark, however, that `vpa` and `mp` do not have exactly the same behavior; e.g., both

$$\text{vpa(str2sym('sqrt(3)'), 2)}$$

and

$$\text{mp('sqrt(3)', 2)}$$

display 1.7 at the screen, but

$$\text{double(vpa(str2sym('sqrt(3)'), 2)) - sqrt(3)}$$

gives $1.1206 \cdot 10^{-10}$, whereas

$$\text{double(mp('sqrt(3)', 2)) - sqrt(3)}$$

gives 0.0023. This phenomenon can explained because

$$\text{vpa(str2sym('sqrt(3)'), 2)}$$

guarantees at least two digits, even if more digits can be used internally, whereas

$$\text{mp('sqrt(3)', 2)}$$

really yields two digits.

Using `ADVANPIX`, we have generated again $M_\alpha \in \mathcal{M}_{N \times N}(\mathbb{C})$ for $\alpha = \sqrt{3}$, which we denote $M_\alpha^{np}$; note that the code is identical to that of $M_\alpha^{vpa}$, except that we have replaced the three appearances of `vpa` with `mp`, namely `mp('pi')`, `mp('sqrt(3)')` and `mp(zeros(N, N))`. In Figure 3.5, we have plotted the number of digits used to
generate $M_{\alpha}^{mp}$, and the least squares regression line is now $\hat{y} = 0.47686x + 14.708$. Therefore, for a given $N$, $M_{\alpha}^{mp}$ requires some seven or eight more digits than $M_{\alpha}^{vpa}$. On the other hand, the plot of $d(M_{\alpha}^{mp}, M_{\alpha}^{old})$ is virtually identical to that on the right-hand side of Figure 3.3, except for infinitesimal variations of the order of $10^{-16}$ for a few values of $N$.

![Graph](image)

Figure 3.5: Number of digits necessary to approximate $M_{\alpha}^{mp} \in \mathcal{M}_{M \times M}(C)$, as a function of $M$

In Table 3.1, we show the times required to generate $M_{\alpha} \in \mathcal{M}_{M \times M}(C)$ using different techniques and sizes. These times are provided on a purely indicative basis, because they change slightly from execution to execution, and, probably, all of them can be improved by compiling the codes, etc.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$M_{\alpha}^{old}$</th>
<th>$M_{\alpha}^{mp}$</th>
<th>digits</th>
<th>$M_{\alpha}^{vpa}$</th>
<th>digits</th>
<th>$M_{\alpha}^{dp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>330</td>
<td>3.38</td>
<td>6.18</td>
<td>172</td>
<td>54.64</td>
<td>165</td>
<td>1265.04</td>
</tr>
<tr>
<td>500</td>
<td>7.84</td>
<td>21.41</td>
<td>253</td>
<td>205.12</td>
<td>246</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>33.05</td>
<td>237.10</td>
<td>500</td>
<td>2272.98</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>1500</td>
<td>80.56</td>
<td>1010.76</td>
<td>750</td>
<td>9922.05</td>
<td>750</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>158.01</td>
<td>3422.38</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Elapsed time in seconds used for the generation of $M_{\alpha} \in \mathcal{M}_{N \times N}(C)$, for different values of $N$ and different techniques. $M_{\alpha}^{old}$ corresponds to the method described in Chapter 2; $M_{\alpha}^{mp}$ uses the ADVANPIX function $mp$; $M_{\alpha}^{vpa}$ uses vpa; and $M_{\alpha}^{dp}$ uses hypergeom without arbitrary precision. In the case of $M_{\alpha}^{mp}$ and $M_{\alpha}^{vpa}$, the number of digits to generate the matrices is also offered.

In our opinion, the results are quite revealing, allowing us to make some conclusions; indeed, for $N$ moderately large (e.g., $N = 500$), the method described in this chapter, together with ADVANPIX, is absolutely competitive; and reasonably fast, when combined with vpa. Furthermore, ADVANPIX, can be still recommended to generate larger matrices (e.g., $N = 1000$). On the other hand, even if, in principle, it is possible to generate very large matrices (e.g., $N = 1500$, $N = 2000$ or even larger sizes), it may be advisable to use in those case the method described in Chapter 2,
except when time is not an issue and the matrix needs to be generated only once or a few times. Finally, let us mention that the values of the discrepancy (3.36) between $M_\alpha^{dd}$ and $M_\alpha^{np}$ for $N = 1000$, $N = 1500$ and $N = 2000$ are respectively $2.1238 \cdot 10^{-11}$, $5.1753 \cdot 10^{-11}$, and $8.2190 \cdot 10^{-11}$, i.e., of the order of $10^{-11}$. 
Chapter 4

Other approaches for the fractional Laplacian on $\mathbb{R}$

In this chapter, we discuss other approaches to approximate numerically the fractional Laplacian on $\mathbb{R}$, using fast convolution. The methods thus developed, even if less accurate than those exposed in Chapters 2 and 3, are exceedingly fast. Furthermore, in some of them, it is possible to apply Richardson’s extrapolation to improve the results.

4.1 Numerical convolution and the approximation of singular integrals

Let us consider two $N$-periodic sequences of complex numbers $u = \{u_r\}$ and $v = \{v_r\}$, with $r \in \mathbb{Z}$. Then, the convolution of $u$ and $v$, denoted by $u \ast v$, is a new sequence defined as

\[
(u \ast v)_m \equiv \sum_{n=0}^{N-1} u_n v_{m-n}. \quad (4.1)
\]

It is straightforward to check that $u \ast v$ is also $N$-periodic, and that $u \ast v = v \ast u$. A very important property of $u \ast v$ is that

\[
\hat{(u \ast v)}_p = \hat{u}_p \hat{v}_p, \quad p = 0, \ldots, N - 1, \quad (4.2)
\]

This is a well-known theorem called the discrete convolution theorem, and it says in other words that the discrete Fourier transform of the convolution is just the product of the discrete Fourier transforms. Recall that, given an $N$-periodic sequence $u$, its discrete Fourier transform $\hat{u}$ is also $N$-periodic, and is given by

\[
\hat{u}_p = \sum_{m=0}^{N-1} u_m e^{-\frac{2\pi i m p}{N}} \iff u_m = \frac{1}{N} \sum_{p=0}^{N-1} \hat{u}_p e^{\frac{2\pi i m p}{N}}.
\]
Then, the proof of (4.2) is straightforward (see for instance [9]):

\[
(u \ast \tilde{v})_p = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} u_n \tilde{v}_{m-n} e^{\frac{2\pi i m p}{N}} = \sum_{n=0}^{N-1} u_n e^{-\frac{2\pi i n p}{N}} \sum_{m=0}^{N-1} \tilde{v}_{m-n} e^{\frac{2\pi i (m-n) p}{N}} = \hat{u}_p \hat{\tilde{v}}_p,
\]

where we have used that \(v_q\) and \(e^{-2\pi i q p/N}\) are \(N\)-periodic.

Observe that we need \(O(N^2)\) operations to compute directly (4.1). On the other hand, the computation of a discrete Fourier transform by means of the fast Fourier transform [3] algorithm requires \(O(N \log N)\) operations. Since we need two fast Fourier transforms (FFT) and one inverse fast Fourier transform (IFFT) to compute (4.1) using (4.2), the total cost is also \(O(N \log N)\) operations, which is much lower than \(O(N^2)\). Therefore, this technique can be referred to as fast convolution.

In the case that the sequences \(u\) and \(v\) are not \(N\)-periodic, it is still possible to compute (4.1) by means of fast convolution. Observe that, in (4.1), if \(m = 0, \ldots, N - 1\), we need to know \(\{u_0, \ldots, u_{N-1}\}\) and \(\{v_{-N+1}, \ldots, v_{N-1}\}\). Therefore, we can regard them as \(2N\)-periodic by extending them respectively as follows [9]:

\[
\tilde{u}_r = \begin{cases} 
  u_r, & r = 0, \ldots, N - 1, \\
  0, & r = N, \ldots, 2N - 1,
\end{cases}
\]

and

\[
\tilde{v}_r = \begin{cases} 
  v_r, & r = 0, \ldots, N - 1, \\
  0, & n = N, \\
  v_{r-2N}, & r = N + 1, \ldots, 2N - 1,
\end{cases}
\]

and, for other values of \(n\), imposing that \(\tilde{u}_{r+2N} = \tilde{u}_r\) and \(\tilde{v}_{r+2N} = \tilde{v}_r\). Then,

\[
(u \ast v)_m = \sum_{n=0}^{N-1} u_n v_{m-n} = \sum_{n=0}^{2N-1} \tilde{u}_n \tilde{v}_{m-n} = (\tilde{u} \ast \tilde{v})_m, \quad m = 0, \ldots, N - 1,
\]

so, in order to obtain \(u \ast v\), we extend \(u\) and \(v\) by means of (4.3) and (4.4), then compute \(\tilde{u} \ast \tilde{v}\) via the fast convolution, and finally keep the first \(N\) elements of \(\tilde{u} \ast \tilde{v}\), and discard the last \(N\). The global computation cost is again \(O(N \log N)\).

As we will see in this section, the application of the fast convolution enables to develop extremely fast methods to approximate the fractional Laplacian, although the price to pay is that they are less accurate than those offered in Chapters 2 and 3.

In order to introduce the approach that we will be using (and which takes ideas from [9]), let us start by presenting a simple example involving the computation of
a discrete convolution. More precisely, we consider the following integral:

$$G(s) = \int_0^\pi \frac{g(\eta)}{|s - \eta|^a} d\eta,$$

(4.6)

where \( g(\eta) = f(\eta)/\eta^b \) and \( a + b > -1 \).

Let us consider first the simpler case \( b = 0 \), i.e., \( g(\eta) \equiv f(\eta) \), which allows us to work with only one singularity in (4.6). In that case, we start by decomposing the domain into subintervals \( I_n = [s_n, s_{n+1}] \), where \( h = (s_N - s_0)/N = \pi/N \), \( s_n = hn \), etc., and the function \( g \) can be evaluated in analogously defined subintervals \( I_m = [s_m, s_{m+1}] \) of the same length. For simplicity, \( G \) is evaluated in the midpoint \( s_{m+1/2} \) of every subinterval \( I_m \), and so is \( f \) in the midpoint of \( I_n \), evaluation which we denote \( f_{n+1/2} \). Observe that we are not using the definition of \( s_n \) in (2.1); indeed, in Chapters 2 and 3, \( s_n \) corresponds to what we call \( s_{n+1/2} \) in this section; whereas we keep now \( s_n \) to specify the ends of the subintervals. We think that this change of notation is justified, in order to clearly differentiate the ends of the intervals from their midpoints.

Bearing in mind the previous remarks, the following sum of integrals is constructed:

$$G(s_{m+1/2}) = \sum_{n=0}^{N-1} \int_{I_n} \frac{f(\eta)}{|s_{m+1/2} - \eta|^a} d\eta \approx \sum_{n=0}^{N-1} f_{n+1/2} \int_{I_n} \frac{d\eta}{|s_{m+1/2} - \eta|^a}. \quad (4.7)$$

Treating apart the previous integral with domain \( I_n \), and applying the change of variable \( \eta = s_n + (\lambda + 1/2)h \), with \( s_n = hn \), we get:

$$M_{m-n} = \int_{s_n}^{s_{n+1}} \frac{d\eta}{|s_{m+1/2} - \eta|^a} = h^{1-a} \int_{-1/2}^{1/2} \frac{d\lambda}{|m-n-\lambda|^a}. \quad (4.7)$$

Therefore, we have the following discrete convolution

$$G(s_{m+1/2}) \approx \sum_{n=0}^{N-1} M_{m-n} f_{n+1/2} = (M * f)_m. \quad (4.8)$$

In order to apply the fast convolution to (4.8), we define, on the one hand, \( \tilde{f}_r \) according to (4.3):

$$\tilde{f}_r = \begin{cases} f_{r+1/2}, & r = 0, \ldots, N - 1, \\ 0, & r = N, \ldots, 2N - 1. \end{cases} \quad (4.9)$$
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On the other hand, setting \( r = m - n \), we compute explicitly \( M_r = M_{m-n} \):

\[
M_r = h^{1-a} \int_{-1/2}^{1/2} \frac{d\lambda}{|r - \lambda|^a}
\]

\[
= \begin{cases} 
  h^{1-a} \frac{2^a}{1-a}, & r = 0, \\
  h^{1-a} \text{sgn}(r + 1/2)|r + 1/2|^{1-a} - \text{sgn}(r - 1/2)|r - 1/2|^{1-a}, & r \neq 0.
\end{cases}
\]

Note that, since \( r \) is an integer, when \( r \neq 0 \), we can simply write

\[
M_r = h^{1-a} \left( |r| + 1/2 \right)^{1-a} - \left( |r| - 1/2 \right)^{1-a}
\]

then, we define \( \tilde{M}_r \) according to (4.4):

\[
\tilde{M}_r = \begin{cases} 
  M_r, & r = 0, \ldots, N-1, \\
  0, & r = N, \\
  M_{r-2N}, & r = N+1, \ldots, 2N-1.
\end{cases}
\]

Finally, we apply (4.5), i.e., \((M \ast f)_m = (\tilde{M} \ast \tilde{f})_m\), for \( m = 0, \ldots, N-1 \). From an implementational point of view, we compute \( \tilde{f} = \text{FFT}(\bar{f}) \) and \( \tilde{M} = \text{FFT}(\bar{M}) \), then multiply in the Fourier space, and calculate the IFFT of the result, keeping only the first \( N \) elements of \( \tilde{M} \ast \tilde{f} \).

<table>
<thead>
<tr>
<th>( j )</th>
<th>( N )</th>
<th>Error</th>
<th>( \log_2 \left( \frac{E_{2j}(\alpha)}{E_{2j+1}(\alpha)} \right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>16</td>
<td>7.183569 \cdot 10^{-3}</td>
<td>1.98390</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>1.816047 \cdot 10^{-3}</td>
<td>1.99421</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>4.558379 \cdot 10^{-4}</td>
<td>1.98776</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>1.149302 \cdot 10^{-4}</td>
<td>1.80143</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>3.297231 \cdot 10^{-5}</td>
<td>2.20903</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>7.131227 \cdot 10^{-6}</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Errors obtained in discrete \( L^\infty \)-norm and convergence rate of (4.8) to (4.6), with \( f(\eta) = e^{\sin(\eta)}, a = -0.5 \) and \( b = 0 \). We test the numerical convolution by taking \( f(\eta) = e^{\sin(\eta)}, \eta \in [0, \pi] \), and \( a = -0.5, b = 0 \). An adaptive Gauss-Legendre quadrature with \( N = 2^8 \) nodes (see e.g. [133], and [134], for an explicit routine) approximates the singular integrals corresponding to \( G(s_m) \), and gives us the approximations that will be compared with those coming from the convolution scheme. In Table 4.1, we show the errors \( E_{2j} \) corresponding to \( N = 2^j \), i.e., the differences between both approaches in discrete \( L^\infty \)-norm, and \( \log_2(E_{2j}(\alpha)/E_{2j+1}(\alpha)) \), for \( j = 4, \ldots, 8 \), which gives us a convergence rate of order two.
We have also attempted the case \( b \neq 0 \), i.e., have considered

\[
G \left( s_{m+\frac{1}{2}} \right) = \sum_{n=0}^{N-1} \int_{I_n} \frac{f(\eta)}{|\eta|^b |s_{m+\frac{1}{2}} - \eta|^a} d\eta.
\]  (4.12)

In this case, in order to extract the term \( f(\eta) / |\eta|^b \), we approximate it by its mean over each subinterval \( I_n \); then, since it is still possible to evaluate \( f \) at the midpoint of \( I_n \), we further approximate the resulting integral by extracting \( f_{n+1/2} \). More precisely, for \( \eta \in I_n \),

\[
\frac{f(\eta)}{|\eta|^b} \approx \frac{1}{h} \int_{I_n} \frac{f(\eta)}{|\eta|^b} d\eta \approx \frac{f_{n+\frac{1}{2}}}{h} \int_{I_n} \frac{1}{|\eta|^b} d\eta = \frac{f_{n+\frac{1}{2}} h^{-b}}{(n + \lambda)^b},
\]

where we have applied the change of variable \( \eta = s_n + \lambda h \). Therefore, we write

\[
f_{n+\frac{1}{2}} h^{-b} \int_{0}^{1} \frac{d\lambda}{(n + \lambda)^b} = f_{n+\frac{1}{2}} \frac{h^{-b}((1 + n)^{1-b} - n^{1-b})}{1 - b} = f_{n+\frac{1}{2}} c_n,
\]

where

\[
c_n = \frac{h^{-b}((1 + n)^{1-b} - n^{1-b})}{1 - b}.
\]

Finally, bearing in mind (4.7) from the case \( \beta = 0 \), (4.12) is approximated as

\[
G \left( s_{m+\frac{1}{2}} \right) \approx \sum_{n=0}^{N-1} \int_{I_n} \left( \frac{1}{h} \int_{I_n} \frac{f(\eta)}{|\eta|^b} d\eta \right) \frac{d\eta}{|s_{m+\frac{1}{2}} - \eta|^a}
\]

\[
\approx \sum_{n=0}^{N-1} c_n f_{n+\frac{1}{2}} \int_{I_n} \frac{d\eta}{|s_{m+\frac{1}{2}} - \eta|^a}
\]

\[
= \sum_{n=0}^{N-1} c_n f_{n+\frac{1}{2}} M_{m-n}
\]

\[
= (M * f)_m.
\]

We have considered again \( f(\eta) = e^{\sin(\eta)} \) as the testing function. Similarly as in Table 4.1, we show in Table 4.2 the errors \( E_{2j} \) and the convergence rate for \( a = -0.75 \) and \( b = -0.15 \).

### 4.2 Approximation of the fractional Laplacian using the fast convolution and midpoint rule

As said above, we want to develop a fast convolution formula applied to the fractional Laplacian. In order to do this, let us consider the integral definition given by (2.12). From this equation, it is possible to identify the corresponding kernel; in
what follows we will show how to deal with it. We take \( \alpha \in (0,1) \cup (1,2) \), since the case \( \alpha = 1 \) is explicitly known: \((-\Delta)^{1/2} u = \mathcal{H}(u_x)\), i.e., we have the Hilbert transform of the derivative. Let us represent (2.12), \( \alpha \neq 1 \) as

\[
(-\Delta)^{\alpha/2} u(s) = \frac{c_{\alpha}}{L^{\alpha}(1-\alpha)} \int_0^\pi w(\eta) |\sin(s-\eta)|^{1-\alpha}|\sin^{\alpha}(\eta)|d\eta,
\]

(4.13)

where \( w(\eta) = \sin(\eta)u_{ss}(\eta) + 2\cos(\eta)u_s(\eta) \). To obtain a convolution sum, we decompose the integral over \([s_0,s_N] = [0,\pi]\) into a sum of integrals over subintervals \( I_n = [s_n,s_{n+1}] \) of length \( h = (s_N - s_0)/N = \pi/N \), as in the previous examples in Section 4.1. The evaluation of the function \( u \), and consequently, the fractional Laplacian, will be carried out in the midpoint \( s_{n+1/2} \) of each subinterval \( I_m = [s_m,s_{m+1}] \):

\[
(-\Delta)^{\alpha/2} u \left(s_{m+1/2}\right) = \frac{c_{\alpha}}{L^{\alpha}(1-\alpha)} \sum_{n=0}^{N-1} w(\eta) \left|\sin \left(s_{m+1/2} - \eta\right)\right|^{1-\alpha}\sin^{\alpha}(\eta)d\eta.
\]

(4.14)

The numerical approximation of the integral will be done as follows. First, we approximate the term \( \sin^{\alpha}(\eta) \) by its mean on \( I_n \), which is at its turn approximated by the midpoint rule:

\[
\sin^{\alpha}(\eta) \approx \zeta_n = \frac{1}{|I_n|} \int_{s_n}^{s_{n+1}} \sin^{\alpha}(\eta) d\eta
\]

\[
\approx \frac{1}{h} \sin^{\alpha} \left(s_{n+1/2}\right) (s_{n+1} - s_n)
\]

\[
= \sin^{\alpha} \left(h \left(n + \frac{1}{2}\right)\right);
\]

(4.15)

and, second, we approximate the integral of the kernel \(|\sin(s_{m+1/2} - \eta)|^{1-\alpha}\),

\[
K_{m-n} = \int_{s_n}^{s_{n+1}} \left|\sin \left(s_{m+1/2} - \eta\right)\right|^{1-\alpha} d\eta,
\]
by distinguishing two cases, \( r = m - n = 0 \), and \( r = m - n \neq 0 \). If \( r = m - n = 0 \), we integrate the singularity directly, by performing the change of variable \( \eta \equiv s_n + h(\lambda + 1/2) \), with \( s_n = hn \), and using that \( \sin(x) \sim x \), as \( x \to 0 \):

\[
K_0 \approx h^{2-\alpha} \int_{-1/2}^{1/2} |m - n - \lambda|^{1-\alpha} d\lambda = h^{2-\alpha} \int_{-1/2}^{1/2} |\lambda|^{1-\alpha} d\lambda = h^{2-\alpha} \frac{2^{\alpha-1}}{2 - \alpha};
\]

and if \( r = m - n \neq 0 \), we approximate \( K_r = K_{m-n} \) by the midpoint rule:

\[
K_r \approx \left| \sin \left( s_{m+1/2} - s_{n+1/2} \right) \right|^{1-\alpha} (s_{n+1} - s_n) = |\sin(h(m - n))|^{1-\alpha} h = |\sin(hr)|^{1-\alpha} h.
\]

Putting all together, (4.14) becomes

\[
\left( -\Delta \right)^{\alpha/2} u \left( s_{m+1/2} \right) \approx \frac{c_\alpha}{L^\alpha (1 - \alpha)} \frac{\sin \left( s_{m+1/2} \right)^{\alpha-1}}{L^{\alpha} \alpha} \sum_{n=0}^{N-1} K_{m-n} \tilde{\zeta}_n w_{n+1/2} \approx \frac{c_\alpha}{L^\alpha (1 - \alpha)} \frac{\sin \left( s_{m+1/2} \right)^{\alpha-1}}{L^{\alpha} \alpha} (K * \tilde{\zeta} w)_m, \tag{4.16}
\]

where \( w_{n+1/2} \) denotes the evaluation of \( w \) at the midpoint of the subinterval \( I_n \). In order to apply the fast convolution to (4.16), we define, according to (4.3) and (4.4):

\[
\tilde{\zeta}_r \tilde{w}_r = \begin{cases} 
\tilde{\zeta}_r w_{r+1/2}, & r = 0, \ldots, N - 1, \\
0, & r = N, \ldots, 2N - 1,
\end{cases}
\]

\[
\tilde{K}_r = \begin{cases} 
K_r, & r = 0, \ldots, N - 1, \\
0, & r = N, \\
K_{r-2N}, & r = N + 1, \ldots, 2N - 1.
\end{cases}
\]

Then, we compute \( \tilde{K} * \tilde{\zeta} \tilde{w} \) with the fast convolution, and set \( (K * \zeta w)_m = (\tilde{K} * \tilde{\zeta} \tilde{w})_m \), for \( m = 0, \ldots, N - 1 \).

### 4.2.1 Numerical experiments

In order to test this technique, we consider the functions \( u_1(x) \) and \( u_2(x) \) defined in Section 2.2:

\[
u_1(x) = \frac{x^2 - 1}{x^2 + 1}, \quad \text{and} \quad u_2(x) = \frac{2x}{x^2 + 1}. \tag{4.17}
\]

In this section, we use systematically \( L = 1 \) in the numerical experiments. Recall that \( u_1(x) + iu_2(x) \), under the change of variable \( x = \cot(s) \), with \( L = 1 \), becomes \( e^{i2s} \), and its fractional Laplacian is given by (2.41). Thus, the exact and approximated solutions can be compared by computing the error in discrete \( L^\infty \)-norm, which we
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Denote \(E_{2j}\) for \(N = 2^j\). On the left-hand of Figure 4.1 we plot the errors \(E_{2j}\) (from now on, using semi-logarithmic scale), and on the right-hand side, the convergence rate \(\log_2 \left( E_{2j}(\alpha)/E_{2j+1}(\alpha) \right) \) in terms of \(\alpha\), for \(\alpha = \{0.01, \ldots, 0.99\} \cup \{1.01, \ldots, 1.99\}\) (i.e., excluding the case \(\alpha = 1\)), taking \(N = 2^j\) nodes, with \(j = 7, 8, \ldots, 12\).

As a second example, we consider the Gaussian function

\[ u_3(x) = \exp(-x^2) \]  

(4.18)

from Section 2.2, whose fractional Laplacian is given by (2.43).

On the left-hand of Figure 4.2, we plot the errors and on the right-hand side, the convergence rate, taking \(N = 2^j\) nodes, with \(j = 7, 8, \ldots, 12\). Both Figure 4.1 and Figure 4.2 suggest that the convergence order is \(2 - \alpha\), i.e., we do not get the second order of Tables 4.1 and 4.2. In the following pages, we will show how to improve the convergence order.

### 4.3 Approximation of the fractional Laplacian using the fast convolution and a regular function

In order to improve the results of the previous section, we rewrite the integrand of (2.12), for \(\alpha \neq 1\). More precisely, we construct a regular function of the form:

\[
 f(s, \eta) = (\sin(\eta)u_{ss}(\eta) + 2\cos(\eta)u_s(\eta)) \frac{\sin(s - \eta)}{s - \eta} \left(\frac{\sin(\eta)}{\eta}\right)^{1-\alpha}. \quad \text{(4.19)}
\]
4.3. Fast convolution and a regular function in the integrand

Hence, when \( \alpha \neq 1 \), (2.12) evaluated at the midpoints \( s_{m+1/2} \) of \( I_m \) is expressed as

\[
(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) = \frac{c_{\alpha} \left| \sin \left( s_{m+\frac{1}{2}} \right) \right|^{\alpha-1}}{L^{\alpha} \alpha (1 - \alpha)} \sum_{n=0}^{N-1} \int_{s_n}^{s_{n+1}} f \left( s_{m+\frac{1}{2}}, \eta \right) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} \eta^\alpha d\eta.
\]

We proceed in a similar way as we did for (4.14). We first approximate \( f \left( s_{m+1/2}, \eta \right) \) in \( I_n = [s_n, s_{n+1}] \) by its value at the midpoint of \( I_n \), i.e.,

\[
f \left( s_{m+\frac{1}{2}}, s_{n+\frac{1}{2}} \right) \approx f \left( s_{m+\frac{1}{2}}, \eta \right);
\]

hence,

\[
(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_{\alpha} \left| \sin \left( s_{m+\frac{1}{2}} \right) \right|^{\alpha-1}}{L^{\alpha} \alpha (1 - \alpha)} \sum_{n=0}^{N-1} \int_{s_n}^{s_{n+1}} f \left( s_{m+\frac{1}{2}}, \eta \right) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} \eta^\alpha d\eta.
\] (4.20)

To further proceed, we approximate the term \( \eta^\alpha \) by its mean on \( I_n \):

\[
\eta^\alpha \approx \zeta_n = \frac{1}{h} \int_{s_n}^{s_{n+1}} \eta^\alpha d\eta = \frac{s_n^{1+\alpha} - s_{n+1}^{1+\alpha}}{(1+\alpha)h} = h^\alpha \left[ \frac{(n+1)^{1+\alpha} - n^{1+\alpha}}{1+\alpha} \right], \quad \eta \in I_n;
\]
and compute the integral of the kernel $|s_{m+1/2} - \eta|^{1-\alpha}$,

$$K_{m-n} = \int_{s_n}^{s_{n+1}} |s_{m+\frac{1}{2}} - \eta|^{1-\alpha} d\eta = h^{2-\alpha} \int_{-1/2}^{1/2} |m-n-\lambda|^{1-\alpha} d\lambda;$$

writing $r = m-n$, we obtain an expression identical to (4.10), after replacing $\alpha$ by $\alpha - 1$:

$$K_r = \begin{cases} 
    h^{2-\alpha} \frac{2^{\alpha-1}}{2-\alpha}, & r = 0, \\
    h^{2-\alpha} \frac{\text{sgn}(r+1/2)|r+1/2|^{2-\alpha} - \text{sgn}(r-1/2)|r-1/2|^{2-\alpha}}{2-\alpha}, & r \neq 0. 
\end{cases}$$

Therefore, since $r$ is an integer, when $r \neq 0$, we can write

$$K_r = h^{2-\alpha} \frac{(|r| + 1/2)^{2-\alpha} - (|r| - 1/2)^{2-\alpha}}{2-\alpha}. $$

Putting all together, (4.20) becomes

$$(-\Delta)^{\alpha/2} u \left(s_{m+\frac{1}{2}}\right) \approx \frac{c_\alpha}{L^\alpha (1-\alpha)} \left| \frac{\sin \left( s_{m+\frac{1}{2}} \right)}{L^\alpha (1-\alpha)} \right|^{\alpha-1} \sum_{n=0}^{N-1} f \left(s_{m+\frac{1}{2}}, s_{n+\frac{1}{2}}\right) K_{m-n} \tilde{\xi}_n. \quad (4.21)$$

However, in this form, we cannot apply the fast convolution, so we have to expand $f(s_{m+1/2}, s_{n+1/2})$ according to its definition in (4.19) and gather together the terms bearing $n$ and those bearing $m-n$ to get the following expression:

$$(-\Delta)^{\alpha/2} u \left(s_{m+\frac{1}{2}}\right) \approx \frac{c_\alpha}{L^\alpha (1-\alpha)} \left| \frac{\sin \left( s_{m+\frac{1}{2}} \right)}{L^\alpha (1-\alpha)} \right|^{\alpha-1} \sum_{n=0}^{N-1} \left| \frac{\sin(h(m-n))}{h(m-n)} \right|^{1-\alpha} K_{m-n}$$

$$\left(\sin(s_{n+\frac{1}{2}}) u_{ss}(s_{n+\frac{1}{2}}) + 2 \cos(s_{n+\frac{1}{2}}) u_s(s_{n+\frac{1}{2}}) \left(\frac{\sin(s_{n+\frac{1}{2}})}{s_{n+\frac{1}{2}}} \right) \right) \tilde{\xi}_n,$$

where we have used that $s_{m+1/2} - s_{n+1/2} = h(m-n)$. Finally, defining

$$g_r \equiv \left(\sin(s_{r+\frac{1}{2}}) u_{ss}(s_{r+\frac{1}{2}}) + 2 \cos(s_{r+\frac{1}{2}}) u_s(s_{r+\frac{1}{2}}) \right) \left(\frac{\sin(s_{r+\frac{1}{2}})}{s_{r+\frac{1}{2}}} \right) \tilde{\xi}_r,$$

$$L_r \equiv \begin{cases} 
    K_r, & r = 0, \\
    \left| \frac{\sin(hr)}{hr} \right|^{1-\alpha} K_r, & r \neq 0, 
\end{cases} \quad (4.22)$$
4.4. Fast convolution and extrapolation

where \( s_{r+1/2} = h(r + 1/2) \), and constructing \( \tilde{L}_r \) and \( \tilde{g}_r \) as in (4.3) and (4.4), we conclude that

\[
(-\Delta)^{\alpha/2} u(s_{m+1/2}) \approx \frac{c_{\alpha}}{L^\alpha(1-\alpha)} \left| \sin \left( \frac{s_{m+1}}{\alpha} \right) \right|^{\alpha-1}(\tilde{L} \ast \tilde{g})_m. \tag{4.23}
\]

4.3.1 Numerical experiments

In order to test (4.23) numerically, we consider again the functions \( u_1(x) + iu_2(x) = e^{i2s} \) and \( u_3(x) = \exp(-x^2) \) defined in (4.17) and (4.18), and also used in Section 2.2. We have computed the errors in the discrete \( L^\infty \)-norm, for \( N = 2^j \), with \( j = 7, 8, \ldots, 12 \), and the convergence rate. On the left-hand side of Figure 4.3, the errors \( E_{2j} \) are plotted against \( \alpha \). On the right-hand side of Figure 2.1, the convergence rate is plotted against \( \alpha \), resembling to be \( 1 + \alpha \) when \( \alpha \in (0, 1) \) and \( 2 \), when \( \alpha \in (1, 2) \).

In the case of \( u_3(x) \), on the left-hand side of Figure 4.4, the errors \( E_{2j} \) are plotted against \( \alpha \). On the right-hand side of Figure 4.4, the convergence rate is plotted against \( \alpha \). In this case, \( N = 2^j \), with \( j = 7, 18, \ldots, 12 \). Figures 4.3 and 4.4 suggest that the convergence rate for this technique is approximately \( 1 + \alpha \) when \( \alpha \in (0, 1) \) and \( 2 \), when \( \alpha \in (1, 2) \). Although these results are better than those in Figures 4.1 and 4.2, they can still be improved, as we will see in the following section.

4.4 Approximation of the fractional Laplacian using the fast convolution and extrapolation

Let us consider the partition of \( [0, \pi] \) given by the nodes \( s_{(j)}^n \) in (2.3) (see also [100]):

\[
s_{(j)}^n = \frac{\pi(2n+1)}{2^{j+1}N}, \quad 0 \leq n \leq 2^jN - 1; \tag{4.24}
\]
Figure 4.4: Left: Errors for \((-\Delta)^{\alpha/2}e^{-x^2}\). Right: Convergence rate. We have applied the fast convolution scheme, using a regular function as the integrand, taking \(\alpha \in \{0.01, \ldots, 0.99\} \cup \{1.01, \ldots, 1.99\}\), and \(N = 2^j\) nodes, with \(j = 7, 8, \ldots, 12\).

Observe that there are no two nodes \(s_n^{(j)}\) identical. Moreover, when \(j = 0\), the nodes \(s_n^{(0)}\) are precisely the middle points of the intervals \(I_n = [s_n, s_{n+1}], h = \pi / N\), used in the previous sections, i.e., \(s_n^{(0)} = s_{n+1}/2\). On the other hand, when \(j \in \mathbb{N}\),

\[
\begin{align*}
s_{2n}^{(1)} &= s_{n+1/4}, & s_{2n+1}^{(1)} &= s_{n+3/4}, \\

s_{4n}^{(2)} &= s_{n+1/8}, & s_{4n+1}^{(2)} &= s_{n+3/8}, & s_{4n+2}^{(2)} &= s_{n+5/8}, & s_{4n+3}^{(2)} &= s_{n+7/8},
\end{align*}
\]

etc., i.e., each \(I_n\) contains one node \(s_n^{(0)}\), two nodes \(s_n^{(1)}\), four nodes \(s_n^{(2)}\), etc. Therefore, the nodes \(s_n^{(j+1)}\) can be regarded as a refinement of \(s_n^{(j)}\), and in general of \(s_n^{(j+1)/2}\).

Let us construct the following function, which resembles (4.19), except that there is no appearance of \(\eta^\alpha\):

\[
f(s, \eta) = (\sin(\eta)u_s(\eta) + 2 \cos(\eta)u_\ell(\eta)) \frac{\left|\sin(s - \eta)\right|^{1-\alpha}}{s - \eta} \sin^\alpha(\eta). \quad (4.25)
\]

Thus, we obtain the following expression for the fractional Laplacian, when \(\alpha \neq 1\):

\[
(-\Delta)^{\alpha/2}u(s) = \frac{c_\alpha |\sin(s)|^{\alpha-1}}{L^\alpha \alpha (1 - \alpha)} \int_0^\pi f(s, \eta) |s - \eta|^{1-\alpha} d\eta. \quad (4.26)
\]

In what follows, we will obtain an approximation of (4.26) that can be computed by means of the fast convolution. More precisely, the fact that each node of the form \(s_{2n}^{(1)}\) is the middle point of \([s_n, s_{n+1/2}]\), and each node of the form \(s_{2n+1}^{(1)}\) is the
middle point of \([s_{n+1/2}, s_{n+1}]\), suggests expressing (4.26) as

\[
(-\Delta)^{\alpha/2}u \left( s_{m+\frac{1}{2}} \right) = \frac{c_{\alpha} \sin \left( s_{m+\frac{1}{2}} \right)}{L^\alpha \alpha(1 - \alpha)} \sum_{n=0}^{N-1} \left[ \int_{s_n}^{s_{n+\frac{1}{2}}} f \left( s_{m+\frac{1}{2}}, \eta \right) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta 
+ \int_{s_{n+\frac{1}{2}}}^{s_{n+1}} f \left( s_{m+\frac{1}{2}}, \eta \right) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta \right],
\]

(4.27)

e.g., we have split \([0, \pi]\) in intervals \(I_n\); and each interval \(I_n\), in two subintervals \([s_n, s_{n+1/2}]\) and \([s_{n+1/2}, s_{n+1}]\). Then, we approximate \(f(s_{m+1/2}, \eta)\) in those intervals precisely by its values at the middle points:

\[
f \left( s_{m+1/2}, s_{2n+1}^{(1)} \right) \approx f(s_{m+1/2}, \eta), \quad \eta \in [s_n, s_{n+1/2}],
\]

\[
f \left( s_{m+1/2}, s_{2n+1}^{(1)} \right) \approx f(s_{m+1/2}, \eta), \quad \eta \in [s_{n+1/2}, s_{n+1}],
\]

to get

\[
(-\Delta)^{\alpha/2}u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_{\alpha} \sin \left( s_{m+\frac{1}{2}} \right)}{L^\alpha \alpha(1 - \alpha)} \sum_{n=0}^{N-1} f \left( s_{m+\frac{1}{2}}, s_{2n+1}^{(1)} \right) \int_{s_n}^{s_{n+\frac{1}{2}}} \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta 
+ \sum_{n=0}^{N-1} f \left( s_{m+\frac{1}{2}}, s_{2n+1}^{(1)} \right) \int_{s_{n+\frac{1}{2}}}^{s_{n+1}} \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta.
\]

(4.28)

The integrals in (4.28) can be computed exactly:

\[
K_{0,m-n}^{(1)} = \int_{s_n}^{s_{n+\frac{1}{2}}} \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta 
= \frac{\eta^{2-\alpha} \text{sgn}(m-n+1/2) |m-n+1/2|^{2-\alpha} - \text{sgn}(m-n) |m-n|^{2-\alpha}}{2-\alpha},
\]

\[
K_{1,m-n}^{(1)} = \int_{s_{n+\frac{1}{2}}}^{s_{n+1}} \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta 
= \frac{\eta^{2-\alpha} \text{sgn}(m-n) |m-n|^{2-\alpha} - \text{sgn}(m-n-1/2) |m-n-1/2|^{2-\alpha}}{2-\alpha},
\]
observe that $K_{0,n-m}^{(1)} = K_{1,m-n}^{(1)}$. Then, (4.28) becomes

$$(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_\alpha}{L^{\alpha}(1-\alpha)} \left[ \sum_{n=0}^{N-1} f \left( s_{m+\frac{1}{2}}, s_{2n}^{(1)} \right) K_{0,n-m}^{(1)} \right]$$

$$+ \sum_{n=0}^{N-1} f \left( s_{m+\frac{1}{2}}, s_{2n+1}^{(1)} \right) K_{1,m-n}^{(1)} \right].$$

(4.29)

In order to be able to apply the fast convolution in the sums, we operate as in (4.21), i.e., expand $f(s_{m+1/2}, s_{2n}^{(1)})$ and $f(s_{m+1/2}, s_{2n+1}^{(1)})$ according to their definition in (4.25) and gather together the terms bearing $n$ and those bearing $m-n$, which, similarly as in (4.22), leads us to define

$$g_{0,r}^{(1)} \equiv \sin^{1+\alpha} \left( s_{2r}^{(1)} \right) u_{ss} \left( s_{2r}^{(1)} \right) + 2 \sin^\alpha \left( s_{2r}^{(1)} \right) \cos \left( s_{2r}^{(1)} \right) u_s \left( s_{2r}^{(1)} \right),$$

(4.30)

$$L_{0,r}^{(1)} \equiv \left| \frac{\sin(h(r+1/4))}{h(r+1/4)} \right|^{1-\alpha} K_{1,r}^{(1)}$$

$$= h \left| \frac{\sin(h(r+1/4))}{r+1/4} \right|^{1-\alpha} \frac{\sgn(r+1/2) |r+1/2|^{2-\alpha} - \sgn(r) |r|^{2-\alpha}}{2-\alpha},$$

$$g_{1,r}^{(1)} \equiv \sin^{1+\alpha} \left( s_{2r+1}^{(1)} \right) u_{ss} \left( s_{2r+1}^{(1)} \right) + 2 \sin^\alpha \left( s_{2r+1}^{(1)} \right) \cos \left( s_{2r+1}^{(1)} \right) u_s \left( s_{2r+1}^{(1)} \right),$$

(4.31)

$$L_{1,r}^{(1)} \equiv \left| \frac{\sin(h(r-1/4))}{h(r-1/4)} \right|^{1-\alpha} K_{2,r}^{(1)}$$

$$= h \left| \frac{\sin(h(r-1/4))}{r-1/4} \right|^{1-\alpha} \frac{\sgn(r) |r|^{2-\alpha} - \sgn(r-1/2) |r-1/2|^{2-\alpha}}{2-\alpha},$$

where, $s_{2r}^{(1)} = s_{r+1/4} = h(r+1/4)$, $s_{2r+1}^{(1)} = s_{r+3/4} = h(r+3/4)$, and in the definitions of $K_{0,m-n}^{(1)}$ and $K_{1,m-n}^{(1)}$, we have replaced $m-n$ by $r$. In order to generate efficiently $g_{0,r}^{(1)}$ and $g_{1,r}^{(1)}$, for $0 \leq r \leq N-1$, we evaluate

$$g(s) = \sin^{1+\alpha}(s) u_{ss}(s) + 2 \sin^\alpha(s) \cos(s) u_s(s)$$

(4.32)

in all the nodes $s_r^{(1)}$, for $0 \leq r \leq 2N-1$; the values in odd and even positions form $g_0^{(1)}$, and $g_1^{(1)}$, respectively. Note also that $L_{1,r} = L_{0,-r}$. Therefore, (4.29) can be expressed as the sum of two actual convolutions:

$$(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_\alpha}{L^{\alpha}(1-\alpha)} \left[ \sum_{n=0}^{N-1} L_{0,m-n}^{(1)} g_0^{(1)} \right] + \sum_{n=0}^{N-1} L_{1,m-n}^{(1)} g_1^{(1)} \right].$$

(4.33)

Finally, constructing $\tilde{g}_0^{(1)}$, $\tilde{L}_0^{(1)}$, $\tilde{g}_1^{(1)}$ and $\tilde{L}_1^{(1)}$, as in (4.3) and (4.4):

$$(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_\alpha}{L^{\alpha}(1-\alpha)} \left[ \left( \tilde{L}_0^{(1)} \ast \tilde{g}_0^{(1)} \right)_m + \left( \tilde{L}_1^{(1)} \ast \tilde{g}_1^{(1)} \right)_m \right].$$
4.4. Fast convolution and extrapolation

Observe that, in principle, we need to compute the FFT of $\tilde{L}_0^{(1)}$, $\tilde{g}_0^{(1)}$, $\tilde{L}_1^{(1)}$ and $\tilde{g}_1^{(1)}$, but only one single IFFT:

$$\tilde{L}_0^{(1)} \ast \tilde{g}_0^{(1)} + \tilde{L}_1^{(1)} \ast \tilde{g}_1^{(1)} = \text{IFFT}(\text{FFT}(\tilde{L}_0^{(1)}) \text{FFT}(\tilde{g}_0^{(1)}) + \text{FFT}(\tilde{L}_1^{(1)}) \text{FFT}(\tilde{g}_1^{(1)})).$$

Moreover, in some programming languages like MATLAB it is possible to compute the four FFTs in parallel, after, for instance, creating a matrix whose respective columns are precisely $\tilde{L}_0^{(1)}$, $\tilde{g}_0^{(1)}$, $\tilde{L}_1^{(1)}$ and $\tilde{g}_1^{(1)}$. Furthermore,

$$\text{FFT}(\tilde{L}_1^{(1)}) = \text{FFT}(\tilde{L}_0^{(1)});$$

so, the actual number of FFTs is reduced to three, and, depending on the structure of $u$, it might be possible to obtain $\text{FFT}(\tilde{g}_1^{(1)})$ from $\text{FFT}(\tilde{g}_0^{(1)})$ and vice versa.

4.4.1 Refining the mesh

The advantage of the procedure just explained is that we can refine the mesh, while approximating the fractional Laplacian in the very same nodes $s_{m+1/2}$. For instance, if we divide $[0, \pi]$ in four equally-lengthed subintervals,

$$(-\Delta)^{\alpha/2}u(s_{m+\frac{1}{2}}) = \frac{c_\alpha}{L^\alpha(1-\alpha)} \left[ \sum_{n=0}^{N-1} \int_{s_n}^{s_{n+1}} f(s_{m+\frac{1}{2}}, \eta) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta \right]$$

Therefore, the equivalent of (4.28) is

$$(-\Delta)^{\alpha/2}u(s_{m+\frac{1}{2}}) ≈ \frac{c_\alpha}{L^\alpha(1-\alpha)} \left[ \sum_{n=0}^{N-1} \int_{s_n}^{s_{n+1}} f(s_{m+\frac{1}{2}}, s_{4n}^{(2)}) \left| s_{m+\frac{1}{2}} - s_{4n}\right|^{1-\alpha} d\eta \right]$$
where \(s_{4n}^{(2)}, s_{4n+1}^{(2)}, s_{4n+2}^{(2)}\) and \(s_{4n+3}^{(2)}\) are respectively the middle points of \([s_n, s_{n+1/4}],[s_{n+1/4}, s_{n+1/2}],[s_{n+1/2}, s_{n+3/4}],\) and \([s_{n+3/4}, s_{n+1}]\). Using a more compact notation:

\[
(-\Delta)^{\alpha/2}u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_\alpha \left| \sin \left( s_{m+\frac{1}{2}} \right) \right|^{\alpha-1}}{L^\alpha(1-\alpha)} \sum_{n=0}^{N-1} \sum_{p=0}^{3} f \left( s_{m+\frac{1}{2}}, s_{4n+p}^{(2)} \right) \int_{s_{n+\frac{p+1}{4}}}^{s_{n+\frac{p+1}{4}}} \left| s_{p+\frac{1}{2}} - \eta \right|^{1-\alpha} \, d\eta, \quad (4.34)
\]

where the integrals can be explicitly computed:

\[
K_{p,m-n}^{(2)} = \int_{s_{n+\frac{p+1}{4}}}^{s_{n+\frac{p+1}{4}}} \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} \, d\eta \\
= h^{2-\alpha} \text{sgn}(m-n+1/2-p/4)(m-n+1/2-p/4)^{2-\alpha} - h^{2-\alpha} \text{sgn}(m-n+1/2-(p+1)/4)(m-n+1/2-(p+1)/4)^{2-\alpha}
\]

Introducing them into (4.34) and expanding \(f(s_{m+1/2}, s_{4n+p}^{(2)})\) according to its definition in (4.19), (4.34) is reduced to the sum of four convolutions:

\[
(-\Delta)^{\alpha/2}u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_\alpha \left| \sin \left( s_{m+\frac{1}{2}} \right) \right|^{\alpha-1}}{L^\alpha(1-\alpha)} \sum_{n=0}^{N-1} \sum_{p=0}^{3} f \left( s_{m+\frac{1}{2}}, s_{4n+p}^{(2)} \right) K_{p,m-n}^{(2)}
\]

\[
= \frac{c_\alpha \left| \sin \left( s_{m+\frac{1}{2}} \right) \right|^{\alpha-1}}{L^\alpha(1-\alpha)} \sum_{p=0}^{3} \left[ \sum_{n=0}^{N-1} L_{p,m-n}^{(2)} g_{p,n}^{(2)} \right] , \quad (4.35)
\]

where

\[
g_{p,r}^{(2)} = \sin^{1+\alpha} \left( s_{4r+2}^{(2)} \right) u_{ss} \left( s_{4r+2}^{(2)} \right) + 2 \sin^\alpha \left( s_{4r+2}^{(2)} \right) \cos \left( s_{4r+2}^{(2)} \right) u_s \left( s_{4r+2}^{(2)} \right),
\]

\[
L_{p,r}^{(2)} = \left| \frac{\sin(h(r+1/2-(2p+1)/8))}{h(r+1/2-(2p+1)/8)} \right|^{1-\alpha} K_{p,r}^{(2)}
\]

\[
= h \left| \frac{\sin(h(r+1/2-(2p+1)/8))}{h(r+1/2-(2p+1)/8)} \right|^{1-\alpha} \left[ \text{sgn}(r+1/2-p/4)|r+1/2-p/4|^{2-\alpha} - \text{sgn}(r+1/2-(p+1)/4)|r+1/2-(p+1)/4|^{2-\alpha} \right]/(2-\alpha)
\]

with \(s_{4r+p}^{(2)} = s_{r+(2p+1)/8}\). In order to generate efficiently \(g_p^{(2)}\), one possibility is to evaluate \(g(s)\) in (4.32) in all the nodes \(s_{r}^{(2)}\), for \(0 \leq r \leq 4N-1\); the first, fifth... values form \(g_0^{(2)}\), the second, sixth... values form \(g_1^{(2)}\), etc. On the other hand, it is immediate to check that \(L_{3,r}^{(2)} = L_{0,-r}^{(2)}\) and \(L_{2,r}^{(2)} = L_{1,-r}^{(2)}\). Then, we construct
\( \tilde{g}_0^{(2)}, \tilde{L}_0^{(2)}, \tilde{g}_1^{(2)}, \tilde{L}_1^{(2)}, \tilde{g}_2^{(2)}, \tilde{L}_2^{(2)}, \tilde{g}_3^{(2)} \) and \( \tilde{L}_3^{(2)} \), as in (4.3) and (4.4), to get
\[
(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx c_\alpha \left| \sin \left( \frac{s_{m+\frac{1}{2}}}{L^\alpha (1-\alpha)} \right) \right|^{a-1} \sum_{p=0}^{2^j-1} \sum_{n=0}^{N-1} L_p^{(2)} m - n s_p^{(j)}, \quad (4.36)
\]

Moreover, bearing in mind that
\[
\text{FFT}(\tilde{L}_3^{(2)}) = \text{FFT}(\tilde{L}_0^{(2)}), \quad \text{FFT}(\tilde{L}_2^{(2)}) = \text{FFT}(\tilde{L}_1^{(1)});
\]
we need sixth FFTs in the worst case, but only one single IFFT.

### 4.4.2 General refinements of the mesh

The expressions (4.33) and (4.35) can be generalized to a formula involving the nodes \( s_n^{(j)} \) in (4.24), for \( j \in \mathbb{N} \). Denoting as \( \left[ (-\Delta)^{\alpha/2} \right]^{(j)} \) the corresponding approximation of the fractional Laplacian, we have:
\[
(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \left[ (-\Delta)^{\alpha/2} \right]^{(j)} u \left( s_{m+\frac{1}{2}} \right) = c_\alpha \left| \sin \left( \frac{s_{m+\frac{1}{2}}}{L^\alpha (1-\alpha)} \right) \right|^{a-1} \sum_{p=0}^{2^j-1} \sum_{n=0}^{N-1} L_p^{(j)} m - n s_p^{(j)}, \quad (4.37)
\]

where
\[
L_p^{(j)} \equiv \frac{\sin(h(r+1/2-(2p+1)/2^{j+1}))}{h(r+1/2-(2p+1)/2^{j+1})} \left| K_p^{(j)} \right|^{1-\alpha} \left[ \frac{\sin(h(r+1/2-(2p+1)/2^{j+1}))}{r+1/2-(2p+1)/2^{j+1}} \left[ \text{sgn}((r+1/2-p/2)|r+1/2-p/2|^{2-\alpha} \right. \right. \\
- \text{sgn}((r+1/2-(p+1)/2)|r+1/2-(p+1)/2|^{2-\alpha} \left. \right] \right]^{2-\alpha}.
\]

with \( s_{2r+p}^{(j)} = s_{r+(2p+1)/2^{j+1}} \). Note that \( L_2^{j+1-1-p,r} = L_{p-r}^{(j)} \). We use again the fast convolution technique to compute the \( 2^j \) convolutions in (4.36). The procedure is identical to that of the previous examples, so we omit the details.
4.4.3 Numerical tests using the fast convolution and extrapolation

In order to test (4.36), we consider again \( u_1(x) + iu_2(x) \) and \( u_3(x) \) from Section 2.2. As we said after the definition of the nodes \( s_n(j) \) in (4.24), the nodes \( s_n(j+1) \) can be regarded as a refinement of \( s_n(j) \), and in general of \( s_{n+1/2} \). Therefore, it is important to remark that, for different refinements, even if the number of \( s_n(j) \) changes with \( j \), we will always use the same number of nodes \( s_{n+1/2} \) in our numerical experiments.

We have computed the approximation \([(-\Delta)^{\alpha/2}]^{(j)}\) given by (4.36) of the fractional Laplacian corresponding to the \( j \)th refinement, for different values of \( j \), compared it with the exact solution, and obtained the discrete \( L^2 \)-norm of the corresponding error, which we denote \( E^{(j)} \). In all the experiments, we have taken \( N = 128 \) nodes, and considered \( \alpha \in \{0.01, \ldots, 0.99\} \cup \{1.01, \ldots, 1.99\} \). Observe that, unlike in the previous examples, we work now with discrete \( L^2 \)-norm, rather than with the discrete \( L^\infty \)-infinity norm, because the behavior of the error for different \( j \) is better appreciated, which is very important in order to adopt the correct extrapolation strategy. In this regard, recall that, given a vector of \( n \) elements, \( \|x\|_\infty \leq \|x\|_2 \leq \sqrt{n} \|x\|_\infty \).

On the left-hand side of Figure 4.5, we plot against \( \alpha \) the values of \( E^{(j)} \) corresponding to \( u_1(x) + iu_2(x) = e^{2is} \), for \( j = 1, \ldots, 5 \). On the right-hand side of the same figure, we plot \( \log_2(E^{(j)}/E^{(j+1)}) \); and the results strongly suggest that the convergence rate is equal to 2 when \( \alpha \in (0,1) \cup (1,2) \). We use this fact to apply Richardson extrapolation [102] to \([(-\Delta)^{\alpha/2}]^{(j)}\). More precisely, we define

\[
[(-\Delta)^{\alpha/2}]^{(j+1)} = \frac{2^2[(-\Delta)^{\alpha/2}]^{(j+1)} - [(-\Delta)^{\alpha/2}]^{(j)}}{2^2 - 1},
\]

and denote as \( E^{(j,j+1)} \) the discrete \( L^2 \)-norm of the error of the approximation given by \([(-\Delta)^{\alpha/2}]^{(j,j+1)}\). On the left-hand side of Figure 4.6, we plot against \( \alpha \) the values of \( E^{(j,j+1)} \) corresponding to \( u_1(x) + iu_2(x) = e^{2is} \), for \( j = 1, \ldots, 4 \). On the right-hand side of the same figure, we plot \( \log_2(E^{(j,j+1)}/E^{(j+1,j+2)}) \). The results are not that
sharp, but they would suggest that the convergence rate behaves like $3 - |\alpha - 1|$. Therefore, we apply Richardson extrapolation a second time, by defining

$$
[(−\Delta)^{\alpha/2}](j, j+1) e^{2is} = \frac{2^{3-|\alpha-1|}[(−\Delta)^{\alpha/2}](j+1, j+2) - [(−\Delta)^{\alpha/2}](j, j+1)}{2^{3-|\alpha-1|} - 1}, \quad (4.39)
$$

where $[(−\Delta)^{\alpha/2}](j, j+1)$ and $[(−\Delta)^{\alpha/2}](j+1, j+2)$ are given by (4.38). On the left-hand side of Figure 4.7, we plot against $\alpha$ the values of $E(j, j+1, j+2)$ corresponding to $u_1(x) + iu_2(x) = e^{2is}$, for $j = 1, \ldots, 3$. On the right-hand side of the same figure, we plot $\log_2(E(j, j+1, j+2) / E(j+1, j+2, j+3))$. The convergence rate vaguely resembles $3 + |1 - \alpha|$, but this is not concluding, so we do not apply extrapolation again.
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In what respects the fractional Laplacian of \( u_3(x) = \exp(-x^2) \), on the left-hand side of Figure 4.8, we plot against \( \alpha \) the values of \( E^{(j)} \), for \( j = 1, \ldots, 5 \), and, on the right-hand side of the same figure, we plot \( \log_2(E^{(j)}/E^{(j+1)}) \). As in Figure 4.5, the results strongly suggest that the convergence rate is equal to 2 when \( \alpha \in (0, 1) \cup (1, 2) \). We use this fact to apply Richardson extrapolation to \( [(-\Delta)^{\alpha/2}]^{(j)} \), using (4.38) again.

On the left-hand side of Figure 4.9, we plot against \( \alpha \) the values of \( E^{(jj+1)} \) corresponding to \( u_3(x) = \exp(-x^2) \), for \( j = 1, \ldots, 4 \). On the right-hand side of the same figure, we plot \( \log_2(E^{(jj+1)}/E^{(j+1;j+2)}) \), and the results strongly suggest that the convergence rate is equal to \( 4 - \alpha \). At this point, two relevant remarks can be done: that \( E^{(j)} \) seems to have a second-order convergence rate (as in Tables 4.1 and 4.2) for regular functions and, hence, (4.38) can be safely applied; and that the convergence rate of \( E^{(jj+1)} \) depends on the chosen function. For instance, in this case, (4.39) is no
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longer valid, and, instead, we have to use

\[ \frac{2^{4-a}[(\Delta)^{a/2}(j,j+1,j+1) - [(\Delta)^{a/2}(j+1,j+2)]}{2^{4-a} - 1} \]

where \( [(\Delta)^{a/2}(j,j+1) \) and \( [(\Delta)^{a/2}(j+1,j+2)] \) are again given by (4.38). We have applied Richardson extrapolation a second time, using this last formula. On the left-hand side of Figure 4.10, we plot against \( \alpha \) the values of \( E(j,j+1,j+2) \) corresponding to \( u_3(x) = \exp(-x^2) \), for \( j = 1, \ldots, 3 \). On the right-hand side of the same figure, we plot \( \log_2(E(j,j+1,j+2)/E(j+1,j+2,j+3)) \). The convergence rate is not that sharp, but seems to be of order 4.

With respect to the errors, let us underline that, even without extrapolation, they can be made arbitrarily small for all \( \alpha \), as we can see on the left-hand sides of Figures (4.5) and (4.8). On the other hand, unlike the methods in Sections 4.3 and 4.4, we are not changing the nodes at which we approximate the fractional Laplacian. Finally, let us mention that further research is needed, in order to prove formally that second-order convergence is always achieved, and to give an estimate of the error.

4.4.4 Expressing (4.36) as a single summation

In general, it is possible to give a formula equivalent to (4.36) but using only one summation symbol instead of two. In what follows, we illustrate this for the case \( j = 1 \), but the procedure is identical for larger \( j \). Starting from (4.26), instead of dividing \([0, \pi]\) in \( N \) intervals \( I_n = [s_n, s_{n+1}] \), \( 0 \leq n \leq N - 1 \), and each of those in two subintervals \([s_n, s_{n+1}/2]\) and \([s_{n+1}/2, s_{n+1}]\), we divide directly \([0, \pi]\) in \( 2N \) intervals
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\[ I_n^{(1)} = [nh/2, (n+1)h/2], \ 0 \leq n \leq 2N - 1: \]

\[ (-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) = \frac{c_{\alpha}}{L^\alpha (1-\alpha)} \sin \left( \frac{s_{m+\frac{1}{2}}}{2} \right)^{\alpha-1} \]

\[ \frac{2N-1}{n=0} \int_{nh/2}^{(n+1)h/2} f \left( s_{m+\frac{1}{2}}, \eta \right) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta \quad (4.40) \]

Hence, if we approximate \( f(s_{m+1/2}, \eta) \) in \( I_n^{(1)} \) by its value at the middle point, i.e.,

\[ f \left( s_{m+\frac{1}{2}}, s_{n+1} \right) \approx f \left( s_{m+\frac{1}{2}}, \eta \right), \quad \eta \in [nh/2, (n+1)h/2], \quad (4.41) \]

we get the following approximation numerically equivalent to (4.29)

\[ (-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_{\alpha}}{L^\alpha (1-\alpha)} \sin \left( \frac{s_{m+\frac{1}{2}}}{2} \right)^{\alpha-1} \]

\[ \frac{2N-1}{n=0} \int_{nh/2}^{(n+1)h/2} f \left( s_{m+\frac{1}{2}}, s_{n+1} \right) \left| s_{m+\frac{1}{2}} - \eta \right|^{1-\alpha} d\eta \]

\[ = \frac{\eta^{2-\alpha}}{L^\alpha (1-\alpha)} \sum_{n=0}^{2N-1} f \left( s_{m+\frac{1}{2}}, s_{n+1} \right) \]

\[ \left[ \frac{\text{sgn}(m-n/2+1/2)|m-n/2+1/2|^{2-\alpha}}{2-\alpha} - \frac{\text{sgn}(m-n/2)|m-n/2|^{2-\alpha}}{2-\alpha} \right]. \]

Observe however that, unlike in (4.29), it is not completely straightforward to apply fast convolution to this last expression, so we have discarded it. Moreover, in (4.29), it is possible to use symmetries to reduce the actual number of FFTs.

### 4.5 Approximation of the fractional Laplacian using the fast convolution and the Gauss-Chebyshev quadrature

It is interesting to see what happens if we approximate the integrals in (4.40) by the midpoint rule, instead of only approximating (4.41) by a constant (and computing the integral exactly, after extracting the term containing the function \( f \)). This is
equivalent to applying a composite midpoint rule directly to (2.12), for \( \alpha \neq 1 \):

\[
(-\Delta)^{\alpha/2} u \left( \frac{s_{m+\frac{1}{2}}}{2} \right) \approx \frac{c_\alpha}{L^\alpha (1 - \alpha)} \sin \left( \frac{s_{m+\frac{1}{2}}}{2} \right)^{\alpha-1} \sum_{n=0}^{2N-1} f \left( s_{m+\frac{1}{2}}, s_n^{(1)} \right) \left| s_{m+\frac{1}{2}} - s_n^{(1)} \right|^{1-\alpha}
\]

\[
= \frac{c_\alpha}{L^\alpha (1 - \alpha)} \sin \left( \frac{s_{m+\frac{1}{2}}}{2} \right)^{\alpha-1} \sum_{n=0}^{2N-1} \left| \sin \left( s_{m+\frac{1}{2}} - s_n^{(1)} \right) \right|^{1-\alpha}
\]

\[
\left( \sin^{1+\alpha} \left( s_n^{(1)} \right) u_{ss} \left( s_n^{(1)} \right) + 2 \sin^\alpha \left( s_n^{(1)} \right) \cos \left( s_n^{(1)} \right) u_s \left( s_n^{(1)} \right) \right),
\]

(4.42)

where we have expanded \( f(s_{m+1/2}, s_n^{(1)}) \) according to its definition in (4.25).

Observe that the composite midpoint rule is nothing other than the Chebyshev-Gauss quadrature in disguise [4]:

\[
\int_{-1}^{1} \frac{f(\psi)}{} d\psi = \sum_{j=0}^{N-1} \omega_j f(\psi_j) + R_N,
\]

(4.43)

where the nodes are \( \psi_j = \cos(\pi (2j+1)/(2N)), 0 \leq j \leq N - 1 \); the weights are constant, \( \omega_j = \pi/N \); and the remainder is

\[
R_N = \frac{\pi}{(2N)!2^{2N-1}} f^{(2N)}(\tau), \quad \tau \in (-1, 1).
\]

(4.44)

Indeed, under the change of variable \( \psi = \cos(s) \), (4.43) becomes

\[
\int_{0}^{\pi} f(\cos(s)) ds = \frac{\pi}{N} \sum_{j=0}^{N-1} f \left( \frac{\pi (2j+1)}{2N} \right) + R_N.
\]

As mentioned at the beginning of Chapter 2, this quadrature formula was used in [100] to approximate \( \partial_\gamma D^\alpha \), with \( D^\alpha \) given by (2.2), so it is natural to test it for the fractional Laplacian, too. On the other, in our case, instead of implementing (4.42), we have applied the midpoint rule to the integrals in (4.27), etc., getting:

\[
(-\Delta)^{\alpha/2} u \left( \frac{s_{m+\frac{1}{2}}}{2} \right) \approx \frac{c_\alpha}{L^\alpha (1 - \alpha)} \sin \left( \frac{s_{m+\frac{1}{2}}}{2} \right)^{\alpha-1} \sum_{n=0}^{2N-1} f \left( s_{m+\frac{1}{2}}, s_n^{(1)} \right) \left| s_{m+\frac{1}{2}} - s_n^{(1)} \right|^{1-\alpha}
\]

\[
+ \sum_{n=0}^{N-1} f \left( s_{m+\frac{1}{2}}, s_n^{(1)} \right) \left| s_{m+\frac{1}{2}} - s_{2n+1} \right|^{1-\alpha} \left| s_{m+\frac{1}{2}} - s_{2n+1} \right|^{1-\alpha}.
\]
Then, expanding \( f(s_{m+1/2}, s_{n}^{(1)}) \) and \( f(s_{m+1/2}, s_{n+1}^{(1)}) \) according to (4.25), we get the following approximation:

\[
(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \frac{c_\alpha}{L^{\alpha}(1-\alpha)^{\alpha-1}} \frac{h}{2} \left[ \sum_{m=0}^{N-1} \left| \sin \left( s_{m+\frac{1}{2}} - s_{2n}^{(1)} \right) \right|^{1-\alpha} \right] 
\]

\[
\left( \sin^{1+\alpha} \left( s_{2n}^{(1)} \right) u_{ss} \left( s_{2n}^{(1)} \right) + 2 \sin^{\alpha} \left( s_{2n}^{(1)} \right) \cos \left( s_{2n}^{(1)} \right) u_s \left( s_{2n}^{(1)} \right) \right) 
\]

\[
+ \sum_{n=0}^{N-1} \left| \sin \left( s_{m+\frac{1}{2}} - s_{2n+1}^{(1)} \right) \right|^{1-\alpha} \left( \sin^{1+\alpha} \left( s_{2n+1}^{(1)} \right) u_{ss} \left( s_{2n+1}^{(1)} \right) \right) 
\]

\[
+ 2 \sin^{\alpha} \left( s_{2n+1}^{(1)} \right) \cos \left( s_{2n+1}^{(1)} \right) u_s \left( s_{2n+1}^{(1)} \right) \right] 
\]

\[
\approx \frac{c_\alpha}{L^{\alpha}(1-\alpha)^{\alpha-1}} \left[ \sum_{n=0}^{N-1} P^{(1)}_{0,m-n} g^{(1)}_{0,n} + \sum_{n=0}^{N-1} P^{(1)}_{1,m-n} g^{(1)}_{1,n} \right], \quad (4.45)
\]

i.e., we obtain a formula resembling (4.33), were \( g^{(1)}_{0} \) and \( g^{(1)}_{1} \), defined respectively in (4.30) and (4.31), and \( P^{(1)}_{0} \) and \( P^{(1)}_{1} \) are given by

\[
P^{(1)}_{0,m-n} \equiv \frac{h}{2} \left| \sin \left( s_{m+\frac{1}{2}} - s_{2n}^{(1)} \right) \right|^{1-\alpha} = \frac{h}{2} \left| \sin \left( h(m-n+1/4) \right) \right|^{1-\alpha}
\]

\[
\implies P^{(1)}_{0,r} = \frac{h}{2} \left| \sin \left( h(r+1/4) \right) \right|^{1-\alpha},
\]

\[
P^{(1)}_{1,m-n} \equiv \frac{h}{2} \left| \sin \left( s_{m+\frac{1}{2}} - s_{2n+1}^{(1)} \right) \right|^{1-\alpha} = \frac{h}{2} \left| \sin \left( h(m-n-1/4) \right) \right|^{1-\alpha}
\]

\[
\implies P^{(1)}_{1,r} = \frac{h}{2} \left| \sin \left( h(r-1/4) \right) \right|^{1-\alpha},
\]

where we have used that \( s_{m+1/2} = h(m + 1/2) \), \( s_{2n}^{(1)} = s_{n+1/4} = h(n + 1/4) \), \( s_{2n+1}^{(1)} = s_{n+3/4} = h(n + 3/4) \). Note that it is straightforward to apply the fast convolution to (4.45); since the details are identical to those of the previous examples, we omit them.

Likewise, it is possible to obtain a formula resembling (4.36); keeping the notation \([(-\Delta)^{\alpha/2}]^{(j)}\) to denote the approximation corresponding to the jth refinement:

\[
(-\Delta)^{\alpha/2} u \left( s_{m+\frac{1}{2}} \right) \approx \left[(-\Delta)^{\alpha/2}]^{(j)} \right] u \left( s_{m+\frac{1}{2}} \right)
\]

\[
= \frac{c_\alpha}{L^{\alpha}(1-\alpha)^{\alpha-1}} \sum_{p=0}^{2^j-1} \left[ \sum_{n=0}^{N-1} P^{(j)}_{p,m-n} g^{(j)}_{p,n} \right], \quad (4.46)
\]
where \( g_p^{(j)} \) is again defined by (4.37), and, using that \( s_{2n+p}^{(j)} = s_{n+(2p+1)/2^{j+1}}, \)

\[
p_{p,m-n}^{(j)} = \frac{h}{2^j} \left| \sin \left( s_{m+n}^{(j)} - s_{2n+p}^{(j)} \right) \right|^{1-\alpha}
= \frac{h}{2^j} \left| \sin \left( h \left( m - n + 1/2 - (2p + 1)/2^{j+1} \right) \right) \right|^{1-\alpha}
\implies p_{p,r}^{(j)} = \frac{h}{2^j} \sum_{n=0}^{N-1} \left| \sin \left( h \left( r + 1/2 - (2p + 1)/2^{j+1} \right) \right) \right|^{1-\alpha}.
\]

Again, it is straightforward to apply the fast convolution to (4.46); the details can be consulted in the previous examples.

### 4.5.1 Numerical tests using the fast convolution and the Chebyshev-Gauss quadrature

As in the previous examples, we have used in the numerical tests \( u_1(x) + iu_2(x) \) and \( u_3(x) \) from Section 2.2. We have computed the approximation \( [(-\Delta)^{a/2}]^{(j)} \) given by (4.46) of the fractional Laplacian corresponding to the \( j \)th refinement, for different values of \( j \), compared it with the exact solution, and obtained, as in Section 4.4, the discrete \( L^2 \)-norm of the corresponding error, which we denote again \( E^{(j)} \). In all the experiments, we have taken \( N = 128 \) nodes, and considered \( \alpha \in \{0.01, \ldots, 0.99\} \cup \{1.01, \ldots, 1.99\} \), \( N = 128, j = 1, \ldots, 5 \).

On the left-hand side of Figure 4.11, we plot against \( \alpha \) the values of \( E^{(j)} \) corresponding to \( u_1(x) + iu_2(x) = e^{i2s} \), for \( j = 1, \ldots, 5 \). On the right-hand side of the same figure, we plot \( \log_2(E^{(j)}/E^{(j+1)}) \); and the results strongly suggest that the convergence rate is equal to \( 2 - \alpha \) when \( \alpha \in (0, 1) \cup (1, 2) \). We use this fact to apply again Richardson extrapolation to \( [(-\Delta)^{a/2}]^{(j)} \), defining in this case

\[
[(-\Delta)^{a/2}]^{(jj+1)} = \frac{2^{2-\alpha} \left[ (-\Delta)^{a/2} \right]^{(j+1)} - \left[ (-\Delta)^{a/2} \right]^{(j)}}{2^{2-\alpha} - 1},
\]

(4.47)
and denoting again as $E^{(ij+1)}$ the discrete $L^2$-norm of the error of the approximation given by $\left(-\Delta\right)^{\frac{\alpha}{2}}(ij+1)$.

On the left-hand side of Figure 4.12, we plot against $\alpha$ the values of $E^{(jj+1)}$ corresponding to $u_1(x) + iu_2(x) = e^{i2s}$, for $j = 1, \ldots, 4$. On the right-hand side of the same figure, we plot $\log_2(E^{(jj+1)} / E^{(j+1,j+2)})$, which suggest a convergence rate of $3 - |\alpha - 1|$. Therefore, we apply Richardson extrapolation a second time, by defining

$$\left(-\Delta\right)^{\frac{\alpha}{2}}(jj+1,j+2) = \frac{2^{3-|\alpha-1|} \left(-\Delta\right)^{\frac{\alpha}{2}}(j+1,j+2) - \left(-\Delta\right)^{\frac{\alpha}{2}}(ij+1)}{2^{3-|\alpha-1|} - 1}.$$
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On the left-hand side of Figure 4.13, we plot against $\alpha$ the values of $E^{(j, j+1, j+2)}$ corresponding to $u_1(x) + iu_2(x) = e^{i2\pi}$, for $j = 1, \ldots, 3$. On the right-hand side of the same figure, we plot $\log_2(E^{(j, j+1, j+2)}/E^{(j+1, j+2, j+3)})$, which suggest a convergence rate of $3 + |1 - \alpha|$, but this is not concluding, so we do not apply extrapolation again.

In what regards the fractional Laplacian of $u_3(x) = \exp(-x^2)$, on the left-hand side of Figure 4.14, we plot against $\alpha$ the values of $E^{(j)}$, for $j = 1, \ldots, 5$, and, on the right-hand side of the same figure, we plot $\log_2(E^{(j)}/E^{(j+1)})$. As in Figure 4.11, the results strongly suggest that the convergence rate is equal to $2 - \alpha$ when $\alpha \in (0, 1) \cup (1, 2)$, but the results are now even sharper; therefore, we apply Richardson extrapolation to $[(-\Delta)^{\alpha/2}]^{(j)}$, using (4.47) again.
On the left-hand side of Figure 4.15, we plot against $\alpha$ the values of $E^{(j,j+1)}$ corresponding to $u_3(x) = \exp(-x^2)$, for $j = 1, \ldots, 4$. On the right-hand side of the same figure, we plot $\log_2(E^{(j,j+1)} / E^{(j+1,j+2)})$: the results are extremely sharp and suggest that the convergence rate is equal to $4 - \alpha$. Hence, we extrapolate a second time:

$$\left[(-\Delta)^{\alpha/2}(j,j+1,j+2)\right] = \frac{2^{4 - \alpha} \left[(-\Delta)^{\alpha/2}(j+1,j+2) - (-\Delta)^{\alpha/2}(j+1,j+1)\right]}{2^{4 - \alpha} - 1},$$

On the left-hand side of Figure 4.10, we plot against $\alpha$ the values of $E^{(j,j+1,j+2)}$ corresponding to $u_3(x) = \exp(-x^2)$, for $j = 1, \ldots, 3$. On the right-hand side of the same figure, we plot $\log_2(E^{(j,j+1,j+2)} / E^{(j+1,j+2,j+3)})$. The convergence rate seems to be of order $6 - \alpha$, but it is not completely clear, especially for small values of $\alpha$, for which, on the other hand, the errors are smaller than $10^{-13}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.16}
\caption{Left: Errors for $[-\Delta^{\alpha/2}]^{(j,j+1,j+2)}e^{-x^2}$. Right: Convergence rate. We have used (4.46) and fast convolution applying Richardson extrapolation twice, taking $\alpha \in \{0.01, \ldots, 0.99\} \cup \{1.01, \ldots, 1.99\}$, $N = 128$, $j = 1, \ldots, 3$.}
\end{figure}

In view of the results, we can say that, without extrapolation, it is preferable to use the method in Section 4.4, because the convergence rate appears to be 2, instead of $2 - \alpha$. This is valid also when extrapolating only once, because the results of Section 4.4 are acceptable for all $\alpha$, whereas the results in this section are rather poor for certain values of $\alpha$. On the other hand, in both this section and Section 4.4, and unlike in [100], it is not clear how to extrapolate multiple times. This requires further research.

4.5.2 Some conclusions and future work

In this chapter, we have considered several different techniques to approximate the fractional Laplacian, and the common denominator of all of them is the use of the fast convolution; thanks to it, for a given $\alpha$, the numerical computations usually take a fraction of a second. On the other hand, we can divide the techniques in two types: those for which the points $s_{m+1/2}$ at which we approximate the fractional
Laplacian \((-\Delta)^{\alpha/2} u(s_{m+1/2})\) change when refining the mesh, and those for which the points do not change (i.e., we are approximating the fractional Laplacian at the same points in all the refinements). While the former techniques only use the values of \(u\) and its derivatives at \(s_{m+1/2}\), the latter techniques are well suited to apply Richardson’s extrapolation, at least once. In this regard, we have studied two strategies to approximate \((-\Delta)^{\alpha/2} u(s_{m+1/2})\), which yield respectively (4.36) and (4.46). The most striking fact is that, even if the convergence rate seems to be respectively 2 and \(2 - \alpha\) for regular functions, the convergence order of the extrapolated formulas \((-\Delta)^{\alpha/2}(j,j+1)\) and \((-\Delta)^{\alpha/2}(j,j+1,j+2)\) does depend on the function used. Here, more research is needed and we postpone it for the future. However, in view of the results, it seems safe to use (4.36) even without extrapolation, because the second-order convergence enables to obtain arbitrarily small errors with a reduced computational cost.

To finish this chapter, let us enunciate a result that can serve at least as a starting point to determine the behavior of the error of (4.46) and its equivalent formula (4.42).

**Lemma 4.5.1.** Let \(w(\eta) \in C^{2m+2}([0,\pi])\), such that \(w(0) \neq 0\) and \(w(\pi) \neq 0\). Given \(a, b > -1\), we consider the following integral:

\[
I(s) = \int_0^s w(\eta) \sin^a(s - \eta) \sin^b(\eta) d\eta, \quad s \in (0,\pi).
\]

Let us approximate it numerically by the midpoint rule, i.e., given a uniform partition of \((0,s)\) of \(N\) equally spaced intervals of size \(h = s/N\),

\[
I(s) = h \sum_{j=0}^{N-1} \tilde{w}(s,\eta_j) (s - \eta_j)^a \eta_j^b + E(h), \quad (4.48)
\]

where

\[
\tilde{w}(s,\eta) = w(\eta) \left( \frac{\sin(s - \eta)}{s - \eta} \right)^a \left( \frac{\sin(\eta)}{\eta} \right)^b,
\]

and \(\eta_j = jh + h/2\), for \(j = 0,\ldots, N - 1\). Then, there exists coefficient \(C^{a,m}_j\) and \(C^{b,m}_j\), such that the error \(E(h)\) is

\[
E(h) = \sum_{j=1}^{2m} \left( C^{a,m}_j h^{a+j} + C^{b,m}_j h^{b+j} \right) + O(h^{\min\{a,b,1\}+2m+1}), \quad \text{as } h \to 0.
\]

The proof is analogous to the one in [135] with a single power in the kernel, instead of two.
Appendix A

Chebyshev Polynomials and Rational Chebyshev Functions

A.1 The Jacobi polynomials

The Jacobi polynomials $P_n^{\alpha,\beta}(x)$ of degree $n$, $n = 0, 1, 2, \ldots$, depend on the parameters $\alpha$ and $\beta$ (both $>-1$). The most immediate way to define them is through their orthogonality relation:

$$
\int_{-1}^{1} P_n^{\alpha,\beta}(x) P_m^{\alpha,\beta}(x)(1-x)^{\alpha}(1+x)^{\beta} dx = 0, \quad m \neq n.
$$

These polynomials, also known as hypergeometric polynomials, are also solutions of the Jacobi differential equation [4]:

$$(1-x^2)\frac{d^2y}{dx^2} + (\beta - \alpha - (\alpha + \beta + 2)x)\frac{dy}{dx} + n(n + \alpha + \beta + 1)y = 0, \quad (A.1)$$

and have some important particular cases, like the Legendre and Chebyshev polynomials [4], obtained by setting $\alpha = \beta = 0$ and $\alpha = \beta = -\frac{1}{2}$, respectively. In the following pages, we will see some properties of the Chebyshev polynomials, which constitute the basis of the rational Chebyshev functions. Remark that the properties that we mention either appear directly in [4], or can be easily derived from properties contained in [4].

A.1.1 Definition

The Chebyshev Polynomial of the first kind $T_n(x)$ of degree $n$ has the following explicit trigonometric representation [4]:

$$
T_n(x) = \cos(n\theta), \quad (A.2)
$$

where $x = \cos(\theta)$, and $x \in [-1, 1]$, or equivalently, $\theta \in [0, \pi]$. The differentiation of (A.2) with respect to $x$ implies:

$$
T_n'(x) = \left(\frac{d}{d\theta} \cos(n\theta)\right) \frac{d\theta}{dx} = \frac{-n \sin(n\theta)}{-\sin(\theta)} = n \frac{\sin(n\theta)}{\sin(\theta)}, \quad (x = \cos(\theta)), \quad (A.3)
$$
Substituting $n$ by $n + 1$, this suggests defining the following polynomial of degree $n$:

$$U_n(x) = \frac{1}{n+1}T'_{n+1}(x) = \frac{\sin((n+1)\theta)}{\sin(\theta)}, \quad (x = \cos(\theta)), \quad (A.4)$$

which is called the Chebyshev polynomial of the second kind of degree $n$ [136]. The first Chebyshev polynomials of the first and second kind are respectively [4]:

\[
\begin{align*}
T_0(x) &= 1, & U_0(x) &= 1, \\
T_1(x) &= x, & U_1(x) &= 2x, \\
T_2(x) &= 2x^2 - 1, & U_2(x) &= 4x^2 - 1, \\
T_3(x) &= 4x^3 - 3x, & U_3(x) &= 8x^3 - 4x, \\
T_4(x) &= 8x^4 - 8x^2 + 1, & U_4(x) &= 16x^4 - 12x^2 + 1, \\
T_5(x) &= 16x^5 - 20x^3 + 5x & U_5(x) &= 32x^5 - 32x^3 + 6x.
\end{align*}
\]

Let us mention some special values:

\[
\begin{align*}
T_n(-x) &= (-1)^nT_n(x), & U_n(-x) &= (-1)^nU_n(x), \\
T_n(1) &= 1, & U_n(1) &= n + 1, \\
T_{2n}(0) &= (-1)^n, & U_{2n}(0) &= (-1)^n, \\
T_{2n+1}(0) &= 0, & U_{2n+1}(0) &= 0.
\end{align*}
\]

**A.1.2 Orthogonality property of $T_n(x)$ and $U_n(x)$**

The Chebyshev polynomials of the first and second kind are orthogonal on $x \in [-1, 1]$, with respective weights $(1 - x^2)^{-1/2}$ and $(1 - x^2)^{1/2}$ [4]:

\[
\begin{align*}
\int_{-1}^{1} T_m(x)T_n(x) \sqrt{1 - x^2} \, dx &= \begin{cases} 0, & m \neq n, \\
\pi, & m = n \neq 0, \\
\pi, & m = n = 0, \end{cases} \\
\int_{-1}^{1} U_m(x)U_n(x) \sqrt{1 - x^2} \, dx &= \begin{cases} 0, & m \neq n, \\
\pi, & m = n. \end{cases}
\end{align*}
\]

**A.1.3 Recurrence formulas for $T_n(x)$ and $U_n(x)$**

The Chebyshev polynomials of the first and second kind have the following fundamental recurrence relation [4], for $n = 2, 3, 4, \ldots$:

\[
\begin{align*}
T_{n+1}(x) &= 2xT_n(x) - T_{n-1}(x), \\
U_{n+1}(x) &= 2xU_n(x) - U_{n-1}(x),
\end{align*}
\]

with the initial conditions $T_0(x) = U_0(x) = 1, T_1(x) = x$ and $U_1(x) = 2x$. 

```
On the other hand, the recurrence formulas for $T_n(x)$ and $U_n(x)$ are [4]:

$$
\left( 1 - x^2 \right) \frac{d}{dx} (T_n(x)) = -n x T_n(x) + n T_{n-1}(x),
$$

$$
\left( 1 - x^2 \right) \frac{d}{dx} (U_n(x)) = -n x U_n(x) + (n+1) U_{n-1}(x).
$$

Moreover, there are some other recurrence relations involving both $T_n$ and $U_n$ [4]:

$$
T_n(x) = U_n(x) - x U_{n-1}(x),
$$

$$
T_n(x) = x U_{n-1}(x) - U_{n-2}(x),
$$

$$
U_{n-1}(x) = \frac{1}{1 - x^2} [x T_n(x) - T_{n+1}(x)].
$$

### A.1.4 The Chebyshev differential equations

From the definitions (A.2) and (A.4), with $x = \cos(\theta)$, we get immediately [136]:

$$
T'_n(x) = n \frac{\sin(n \theta)}{\sin(\theta)},
$$

$$
U'_n(x) = \frac{\sin((n+1) \theta) \cos(\theta)}{\sin^3(\theta)} - \frac{(n+1) \cos((n+1) \theta) \sin(\theta)}{\sin^3(\theta)};
$$

in fact, we have mentioned the former in (A.3), as a way to motivate the definition of $U_n(x)$. Then, the second derivative on each polynomial is expressed as follows:

$$
T''_n(x) = n \frac{\sin(n \theta) \cos(\theta) - n \cos(n \theta) \sin(\theta)}{\sin^3(\theta)},
$$

$$
U''_n(x) = \left[ 3 \cos^2(\theta) \sin((n+1) \theta) - n(n+2) \sin((n+1) \theta) \sin^2(\theta)
\right.
$$

$$
\left. - 3(n+1) \sin(\theta) \cos((n+1) \theta) \right] \left( \frac{1}{\sin^3(\theta)} \right).
$$

Therefore, $T_n(x)$ and $U_n(x)$ satisfy respectively the following second-order ODEs:

$$
(1 - x^2) T''_n(x) - x T'_n(x) + n^2 T_n(x) = 0,
$$

$$
(1 - x^2) U''_n(x) - 3x U'_n(x) + n(n+2) U_n(x) = 0.
$$

### A.1.5 Rodrigues’ Formula

$T_n(x)$ and $U_n(x)$ can also be defined by means of Rodrigues’ formula [4]:

$$
T_n(x) = (-1)^n \frac{2^n n!}{(2n)!} (1 - x^2)^{1/2} \frac{d^n}{dx^n} \left( 1 - x^2 \right)^{n-1/2},
$$

$$
U_n(x) = (-1)^n \frac{2^n (n+1)!}{(2n+1)!} (1 - x^2)^{-1/2} \frac{d^n}{dx^n} \left( 1 - x^2 \right)^{n+1/2}.
$$
A.1.6 Chebyshev coefficients

Given a continuous function $f(x)$ defined on $[-1, 1]$, there exists a family of coefficients $\{a_n\}_{n=0}^{\infty}$ such that

$$f(x) = \sum_{n=0}^{\infty} a_n P_n(x), \quad (A.6)$$

where $P_n(x)$ is either $T_n(x)$ or $U_n(x)$, and the coefficients $a_n$ are the so-called Chebyshev coefficients. In the important case, when $P_n(x) = T_n(x)$ and the series (A.6) is truncated, i.e.,

$$f(x) = \sum_{n=0}^{N-1} a_n T_n(x),$$

we can determine $a_0, \ldots, a_{N-1}$ by imposing

$$f(x_j) = \sum_{n=0}^{N-1} a_n T_n(x_j),$$

where

$$x_j = \cos \left( \frac{\pi(2j+1)}{2N} \right), \quad j = 0, \ldots, N-1,$$

are the roots of $T_N$. Therefore, we can construct an interpolating polynomial

$$p(x) = \sum_{n=0}^{N-1} a_n T_n(x),$$

such that $p(x_j) \equiv f(x_j)$, and, in general, $p(x) \approx f(x)$, when $x \in [-1, 1]$. Remark that the usage of the roots $x_j$ of $T_N$ in polynomial interpolation minimizes Runge’s phenomenon [137]. Moreover, if $f(x)$ is sampled at $x_j$, we obtain the corresponding coefficients $a_n$ by means of a discrete cosine transform of the values $f(x_j)$.

A.1.7 Chebyshev coefficients for differentiation processes

Let us consider an $N$-degree polynomial $p(x)$ defined as a linear combination of the Chebyshev polynomials:

$$p(x) = \sum_{n=0}^{N} a_n T_n(x).$$

Then, its derivative is an $N - 1$-degree polynomial that can also be expressed as a linear combination of those [138]:

$$p'(x) = \frac{d}{dx} \left( \sum_{n=0}^{N} a_n T_n(x) \right) = \sum_{n=0}^{N-1} a^{(1)}_n T_n(x). \quad (A.7)$$

More precisely, bearing in mind

$$2T_n(x) = \frac{T'_{n+1}(x)}{n+1} - \frac{T'_{n-1}(x)}{n-1}, \quad n = 2, 3, \ldots,$$
we get the following relationship between $a_n$ and $a_{n(1)}$:

$$
M^{(1)} \cdot \begin{pmatrix} a_0^{(1)} \\
\vdots \\
a_{N-1}^{(1)} \end{pmatrix}^T = (a_1, \ldots, a_N)^T,
$$

where

$$
M^{(1)} = \begin{pmatrix}
1 & 0 & -\frac{1}{2} \\
\frac{1}{4} & 0 & -\frac{1}{4} \\
\frac{1}{6} & 0 & -\frac{1}{6} \\
\vdots & \vdots & \vdots \\
\frac{1}{2N-6} & 0 & -\frac{1}{2N-4} \\
\frac{1}{2N-5} & 0 & -\frac{1}{2N-4} \\
\frac{1}{2N-3} & 0 & -\frac{1}{2N-4} \\
\frac{1}{2N-2} & 0 & -\frac{1}{2N} \\
\frac{1}{2N} & 0 & -\frac{1}{2N} \\
\end{pmatrix}.
$$

Furthermore, it is possible to express higher-order derivatives of $p(x)$ as a linear combination of the Chebyshev polynomials, by applying recursively (A.8). More precisely, if we denote the Chebyshev coefficients of the $k$th derivative by $a_n^{(k)}$:

$$
p^{(k)}(x) = \frac{d^k}{dx^k} \left( \sum_{n=0}^{N} a_n T_n(x) \right) = \sum_{n=0}^{N-k} a_n^{(k)} T_n(x),
$$

then,

$$
M^{(k)} \cdot \begin{pmatrix} a_0^{(1)} \\
\vdots \\
a_{N-k}^{(1)} \end{pmatrix}^T = (a_k, \ldots, a_N)^T.
$$

We offer $M^{(2)}$, $M^{(3)}$ and $M^{(4)}$:

$$
M^{(2)} = \begin{pmatrix}
\frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{2} & 0 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} \\
\end{pmatrix},
$$

$$
M^{(3)} = \begin{pmatrix}
\frac{1}{4} & 0 & 0 & -\frac{1}{4} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{4} & 0 & 0 & -\frac{1}{4} & 0 & 0 & 0 \\
0 & 0 & \frac{1}{4} & 0 & 0 & -\frac{1}{4} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{4} & 0 & 0 & -\frac{1}{4} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{4} & 0 & 0 & -\frac{1}{4} \\
0 & 0 & 0 & 0 & 0 & \frac{1}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{4} \\
\end{pmatrix},
$$

and

$$
M^{(4)} = \begin{pmatrix}
\frac{1}{8} & 0 & 0 & 0 & -\frac{1}{8} & 0 & 0 & 0 \\
0 & \frac{1}{8} & 0 & 0 & 0 & -\frac{1}{8} & 0 & 0 \\
0 & 0 & \frac{1}{8} & 0 & 0 & 0 & -\frac{1}{8} & 0 \\
0 & 0 & 0 & \frac{1}{8} & 0 & 0 & 0 & -\frac{1}{8} \\
0 & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{8} & 0 \\
\end{pmatrix}.
$$
A.1.8 Differentiation through Chebyshev Matrices

For each $N \geq 1$, let the rows and columns of the Chebyshev spectral differentiation matrix $D_N$ of size $(N+1) \times (N+1)$ be indexed from 0 to $N$. Then, the entries of this matrix are [139]

$$(D_N)_{00} = \frac{2N^2 + 1}{6},$$

$$(D_N)_{NN} = -\frac{2N^2 + 1}{6},$$

$$(D_N)_{jj} = \frac{-x_j}{2(1-x_j^2)}, \quad j = 1, \ldots, N - 1,$$

$$(D_N)_{ij} = c_i \frac{(-1)^{i+j}}{c_j (x_i - x_j)}, \quad i \neq j, \quad i, j = 0, \ldots, N,$$

where

$$c_i = \begin{cases} 2, & i = 0 \text{ or } N, \\ 1, & \text{otherwise}. \end{cases}$$

and $x_j = \cos(j\pi/N), j = 0, \ldots, N$ are now the points at which the extrema of $T_N(x)$ are located. The following scheme shows this pattern:

<table>
<thead>
<tr>
<th>$D_N$</th>
<th>$\frac{2N^2+1}{6}$</th>
<th>$\frac{2(-1)^j}{1-x_j}$</th>
<th>$\frac{1}{2}(-1)^N$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$-\frac{1}{2}(-1)^j$</td>
<td>$\frac{(-1)^{i+j}}{x_i-x_j}$</td>
<td>$\frac{(-1)^{i+j}}{1+x_i}$</td>
</tr>
<tr>
<td></td>
<td>$-\frac{1}{2}(-1)^N$</td>
<td>$-2\frac{(-1)^{N+j}}{1+x_j}$</td>
<td>$-\frac{2N^2+1}{6}$</td>
</tr>
</tbody>
</table>
A.2 Rational Chebyshev Functions

Then, if \( p(x) \) is a polynomial of degree \( N \),

\[
\begin{pmatrix}
  p'(x_0) \\
p'(x_1) \\
  \vdots \\
p'(x_{N-1}) \\
p'(x_N)
\end{pmatrix}
= D_N
\begin{pmatrix}
p(x_0) \\
p(x_1) \\
  \vdots \\
p(x_{N-1}) \\
p(x_N)
\end{pmatrix}
\]

A.2 Rational Chebyshev Functions

The Chebyshev polynomials are usually employed in problems involving finite intervals, but they can still be extremely useful in problems defined on e.g. \( \mathbb{R} \) or \([0, \infty)\), by applying a transformation mapping \([-1, 1]\) into an infinite or semi-infinite domain (see for instance [60, 140–143]).

On the real line, the rational Chebyshev functions \( TB_n(x) \), \( x \in \mathbb{R} \), are defined by [2, 62]

\[
TB_n(x) \equiv T_n(\psi) \equiv \cos(ns),
\]

where the different domains are related through the following relationships:

\[
x = \frac{L\psi}{\sqrt{1 - \psi^2}} = L \cot(s), \quad (A.9)
\]

\[
\psi = \frac{x}{\sqrt{L^2 + x^2}} \in [-1, 1],
\]

\[
s = \arccot(x/L) \in [0, \pi],
\]

with \( L > 0 \) a constant chosen arbitrarily; in [2, 60, 110], some suggestions are offered to find a good choice of \( L \); moreover, according to [144], it is convenient to choose \( L \) to be roughly equal to the length scale of the desired solution. By applying (A.9), it is possible to simplify the programming and also understand special problems expressed by differential equations on an infinite interval [60]. The first rational Chebyshev functions are (taking \( L = 1 \)) [144]:

\[
TB_0(x) \equiv 1,
\]

\[
TB_1(x) = \frac{x}{(x^2 + 1)^{1/2}},
\]

\[
TB_2(x) = \frac{x^2 - 1}{x^2 + 1},
\]

\[
TB_3(x) = \frac{x(x^2 - 3)}{(x^2 + 1)^{3/2}},
\]

\[
TB_4(x) = \frac{x^4 - 6x^2 + 1}{(x^2 + 1)},
\]

\[
TB_5(x) = \frac{x(x^4 - 10x^2 + 5)}{(x^2 + 1)^{5/2}},
\]

etc. As mentioned in [144], the Chebyshev functions with odd degree are not strictly speaking rational functions, because of the square root in the denominator; however, with some abuse of terminology, we will refer to all of them as the rational Chebyshev functions on \( \mathbb{R} \). Let us also mention that, in [145], a Matlab function is offered to compute them.
A.2.1 Orthogonality property

The rational Chebyshev functions are orthogonal on \( \mathbb{R} \), with weight \( L/(L^2 + x^2) \) \[2\]. Therefore,

\[
\int_{-\infty}^{\infty} TB_m(x) TB_n(x) \left( \frac{L}{L^2 + x^2} \right) dx = \begin{cases} 
\pi, & m = n = 0, \\
0, & m \neq n, \\
\frac{\pi}{2}, & m = n > 1.
\end{cases}
\]

A.2.2 Conversion formulas for the derivatives under the mapping \( x = L \cot(\psi) \)

In order to program the rational Chebyshev functions, it is recommended to use the trigonometric representation, for which some conversion formulas for the derivatives are necessary \[2\]. More precisely, the first transformations of derivatives for the mapping \( x = L \cot(s) \), which converts a rational Chebyshev series in \( TB_n(x) \) into a Fourier cosine series in \( \cos(ns) \), with \( x \in \mathbb{R} \) and \( s \in [0, \pi] \), are given by

\[
\begin{align*}
    u_x &= -\frac{\sin^2(s)}{L} u_s, \\
    u_{xx} &= \frac{\sin^3(s)}{L^2} \left[ \sin(s)u_{ss} + 2 \cos(s)u_s \right], \\
    u_{xxx} &= -\frac{\sin^4(s)}{L^3} \left[ \sin^2(s)u_{sss} + 6 \cos(s)\sin(s)u_{ss} + (6 - 8 \sin^2(s))u_s \right], \\
    u_{xxxx} &= \frac{\sin^5(s)}{L^4} \left[ \sin^3(s)u_{ssss} + 12 \cos(s)\sin^2(s)u_{sss} + (36 \sin(s) - 44 \sin^3(s))u_{ss} \\
    &\quad + (24 \cos(s) - 48 \cos(s) \sin^2(s))u_s \right].
\end{align*}
\]

etc. On the other hand, the first transformations of derivatives for the mapping \( x = L\psi/\sqrt{1 - \psi^2} \), which converts a series of \( TB_n(x) \) into a Chebyshev series in \( \psi \), i.e., \( TB_n(x) = T_n(\psi) \), with \( x \in \mathbb{R} \) and \( \psi \in [-1, 1] \), are given by

\[
\begin{align*}
    u_x &= \frac{1 - \psi^2}{L} \sqrt{1 - \psi^2} u_\psi, \\
    u_{xx} &= \frac{(1 - \psi^2)}{L^2} \left[ (1 - \psi^2)u_{\psi\psi} - 3\psi u_\psi \right], \\
    u_{xxx} &= \frac{(1 - \psi^2)^{5/2}}{L^3} \left[ (1 - \psi^2)^2 u_{\psi\psi\psi} - 9\psi(1 - \psi^2)u_{\psi\psi} + (12 - 15(1 - \psi^2))u_\psi \right], \\
    u_{xxxx} &= \frac{(1 - \psi^2)^3}{L^4} \left[ (1 - \psi^2)^3 u_{\psi\psi\psi\psi} - 18\psi(1 - \psi^2)^2 u_{\psi\psi\psi} \\
    &\quad + (75(1 - \psi^2) - 87(1 - \psi^2)^2)u_{\psi\psi} + (105\psi(1 - \psi^2) - 60\psi)u_\psi \right].
\end{align*}
\]
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