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After more than 70 years of life, machine learning [1] is at the edge of becoming a classical field of study. Evolved from the fields of pattern recognition and computational learning theory in artificial intelligence, machine learning explores the study and construction of algorithms that can learn from and make predictions on data [2]. As early as 1959, computer gaming pioneer Arthur Samuel defined it as “the field of study that gives computers the ability to learn without being explicitly programmed” [3].

In those early days, symbolic approaches [4], which were broadly used in artificial intelligence, dominated the field. Not until the 1990s did machine learning become reorganised as a separate field with its own personality, and it started to flourish benefiting from the increasing availability of digitised information, and the possibility to distribute that via the Internet. Those novel approaches shifted focus away from the rules induced by the symbolic approaches towards methods and models borrowed from statistics and probability theory [5], which are still alive and kicking.

Nowadays, probably due to the fact that fashionable terms for naming machine learning, such as big data [3] or data science [6], can be found every other week in the public media, the field is becoming increasingly ubiquitous with numerous applications in companies, transforming the way they carry out their businesses. For instance, machine learning along with several other IT technologies, under the catchy pseudonym of industrie 4.0 [7], is currently revolutionising the manufacturing industry.

Thus, in this historical context of expansion, social acclamation and ubiquity, where, as it is said, being a data scientist (a practitioner of machine learning) is the sexiest job of the century [8], this dissertation has the aim of theoretically and methodologically make a humble contribution to the much-publicised machine learning field, which is eager for novel solutions and techniques.

Specifically, my contributions are focussed on the problem of classification. Classification is defined as a statistical method used to build predicative models capable of separating and classifying new data objects [9]. Nowadays, this
methodology can be found in many appliances. For example, in email servers, which are capable of filtering spam emails from the normal emails. However, how can an email server learn to differentiate between junk and real emails without being explicitly programmed to?

Suppose we have already been provided with a collection of emails, say \( l \) of them, some of them junk and some of them real, and from these emails we want to build ways to filter out spam. We refer to this collection as the training set, which is, in general, a labelled set of data whose sole purpose is to build a classifier. Now, from our training data, we need to determine which variables, called features, we want to measure in order to assess whether future emails are spam or not. This process is called feature engineering and its resulting features can be ordinal or nominal random variables: an example of a discrete feature in our spam classifier is whether the sender of an email comes from a \( .eus \) address or not, and an example of a continuous feature may be the frequency of a certain word, like “free”, “visa”, or “winner”, in a particular email. If \( n \) features are found, then our training dataset can be viewed as an \( l \times n \) matrix where each email is represented by a row vector of features. Then, a spam classifier, which is a function mapping a vector of features into a vector of class variables (here, of size 1), can be directly learnt by just providing this matrix along with the already annotated class of each email to a classical supervised learning algorithm [9]. However, note that every classifier comes with an associated error: as you have probably noticed, sometimes, spam detectors filter out some normal emails or even let some junk mail enter your mailbox. Thus, since we are interested in minimising the associated error of the resulting classifier; selecting a representative and sufficient training dataset with enough examples of each class, obtaining informative features, and choosing an adequate supervised learning algorithm with proper parameters are usually key concepts in solving a supervised classification problem.

The above exposed supervised learning procedure has been widely applied and accepted in the machine learning community since it provides positive results. Unfortunately, it has its limitations. In this dissertation, I study two of these limitations and contribute to alleviate their negative impact in the performance of the resulting classifiers:

First, **having a sufficient labelled training set of training data is not always possible.** For example, suppose our required collection of emails is relatively large and individually annotating all of them is intractable. In that case, a set of techniques named **semi-supervised learning** [10] appears as an exciting direction in the machine learning community. These techniques aim at learning competitive classifiers from those learnt in supervised learning. However, instead of learning from a huge labelled dataset, they use training datasets composed of a small number of labelled examples and a huge number of examples whose class variables are unknown.

Secondly, **common supervised learning algorithms do not get along with atypical objects.** In other words, when a training dataset has very few annotated examples of some particular classes, the learning algorithm usually
becomes biased towards the most probable classes ignoring those least probable classes under the assumption that it is dealing with either outliers or noisy data. Returning to the spam filter example, imagine we live in a utopian world where junk mail is rare. Then, our collection of size $l$ of emails would have only a tiny portion of junk mail, let us say a proportion of $1 : 10,000$. In that case, the most probable scenario is that a classifier learnt using a supervised learning approach will nearly always let the junk mail enter in your mailbox. This problem is called the class-imbalance problem \cite{1} and is currently puzzling not only the practitioners of machine learning, but also the machine learning research community.

I hope you fancy reading the proposed new approaches, ideas and contributions regarding these fascinating classification scenarios as much as I have delighted in exploring them during these last few years.

0.1 Overview of the Dissertation

This document is divided into two separate parts: a self-explanatory introduction to the contributions proposed in this dissertation and a collection of scientific publications supporting those contributions.

Part I introduces the main contributions of this PhD work to the machine learning field and is composed of three chapters: Chapter 1 contains a brief self-explanatory notational introduction to statistical classification. Then, Chapter 2 sums up the main four contributions of this dissertation, their origins and conclusions, and the potential future research lines generated from them. These are as follows:

1. Semi-supervised learning approaches to learn multi-dimensional classifiers.
2. A theoretical study on the probability of error of the optimal semi-supervised multi-class learning technique.
3. A framework to theoretically studying the competitiveness of state-of-the-art learning techniques and the adequateness of performance scores in the class-imbalance domain.
4. A robust measure for characterising the class-imbalance extent of multi-class problems.

Finally, some general conclusions and remarks on potential future work are drawn in Chapter 3.

Part II encompasses a collection of four of the published scientific articles in order to give support for the previously mentioned main contributions. This part is divided into Chapter 4, Chapter 5, Chapter 6, and Chapter 7, and they correspond to the contributions 1-4, respectively.
Part I

Introduction to the Main Contributions on Classification
A Brief Introduction to Contemporary Classification

This chapter introduces the general notation and framework used throughout the introductory part of this dissertation. Although this notation is based on the published work, it has been defined in order to cover all the presented contributions, which were made in different time periods and to address different kinds of problems. Thus, slight notational differences exist between this introductory part of the global PhD work and the published works. Fortunately, each published article contains its own notational introductory section.

In machine learning and statistics, classification stands for the statistical problem of identifying the values $c = (c_1, \ldots, c_M)$ of a categorical vector of class variables $C = (C_1, \ldots, C_M)$ given a set of features $X = (X_1, \ldots, X_N)$ of a new unlabelled observation $x = (x_1, \ldots, x_N)$, usually on the basis of a training set of data $D$ containing observations $[12][13]$. Here, $M$ represents the number of target variables and $N$ the number of predictive features.

Each class variable, $C_j$, is a discrete random variable of cardinality $K_j \geq 2$, which takes discrete values from the range $\{c_{j,1}, \ldots, c_{j,K_j}\}$. Moreover, let

$$K = \prod_{j=1}^{M} K_j \text{ and } \kappa = \max_j K_j$$

be the cardinality of the Cartesian product of all class variables and the maximum cardinality of the class variables, respectively, so that the random variable, $C$, representing the joint probability of class variables, may also be a discrete random variable with values in the range $\{c_1, \ldots, c_{\kappa}\}$. Each feature $X_i$ may be a discrete or continuous random variable.

An example of classification could be assigning one or more diagnoses to a given patient who has a described set of characteristics or features (gender, 1

\[\text{For simplicity of notation, the class subscript will not be used for the particular and common case of having just one class variable ($M = 1$, the uni-dimensional classical classification). The class variable will be written as } C, \text{ its realisation as } c, \text{ and its discrete values as } c_1, \ldots, c_\kappa, \text{ being } K(= \kappa, \text{ in this case}) \text{ also its cardinality.}\]
1.1 Main Types of Classification Problems

Depending on the layout of the random variable representing the vector of class variables \( \mathbf{C} = (C_1, \ldots, C_M) \), several major types of classification problems can be defined:

Firstly, although classical classification tasks focus on the prediction of a single class variable \( C \), many real-world domains consider a vector \( \mathbf{C} \) composed of more than one class variable. Therefore, it is reasonable to initially split the classification problems into uni-dimensional classification problems \( (M = 1) \) and multi-dimensional classification problems \( (M > 1) \). Despite the fact that multi-dimensional problems may include uni-dimensional problems, the latter have been studied longer and, therefore, they can be solved, in spite of its debatable simplicity, by far more specific techniques. Thus, it is worth giving some consideration to the uni-dimensional case in this categorisation.

Secondly, another key differential characteristic regards the number of values that the class variables can take, whether they are all binary \( (\kappa = 2) \) or whether they contain some multinomial class variables \( (\kappa > 2) \). Moreover, in this differentiation, the amount of learning techniques used to solve each kind of classification problem is unbalanced; the amount of learning techniques proposed by the community for binary class variables greatly outnumbers the quantity of techniques capable of dealing with multinomial class variables.

Thus, combining these differentiations, four major types of classification problems can be found in the literature. The following paragraphs, which

---

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>( M )</th>
<th>( \kappa )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary</td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Multi-class</td>
<td></td>
<td>1</td>
<td>&gt;2</td>
</tr>
<tr>
<td>Multi-label</td>
<td></td>
<td>&gt;1</td>
<td>2</td>
</tr>
<tr>
<td>Multi-dimensional</td>
<td></td>
<td>&gt;1</td>
<td>&gt;2</td>
</tr>
</tbody>
</table>

---

Fig. 1.1: Types of classification problems depending on the shape of the target variables.
are summarised in Figure 1.1 introduce these major types, shortened by the complexity of their classification task:

The **binary classification problem** \((M = 1, \kappa = 2)\) is the best understood and the most studied classification problem in the literature due to its simplicity. Only one class variable \(C\) is to be identified from the features and it can take only two different values; \(C\) is either equal to \(c_1\) or to \(c_2\). Several examples of binary classification problems can be found in the literature: (i) intrusion detection systems \([14]\) for computer security violations, where a single transaction is classified either as normal or as a threat, (ii) sarcasm recognition \([15]\), where sentences are identified as sarcastic or non-sarcastic, or even the identification of human genes associated with a certain disease \([16]\).

The **multi-class classification framework** \((M = 1, \kappa > 2)\), instead, groups all the uni-dimensional classification problems where the binary constraint is not applied, i.e. the single target variable \(C\) takes \(K > 2\) values. Although one digit is usually enough to bound most multi-class classification problems, e.g. Anderson’s Iris data set \([17]\), in this major framework, we can also find highly multi-class problems with a large set of possible class values \((K >> 2)\): from classifying a description of a flower as one of the over 300,000 known flowering plants \([18]\) to classifying a whistled tune as one of the over 30 million recorded songs \([19]\).

A **Multi-label classification problem** \((M > 1, \kappa = 2)\) is the multi-dimensionalisation of a binary classification problem \([20]\): several binary class variables which may be statistically dependent, \(M > 1\) and \(\kappa = 2\), must be simultaneously inferred from the same set of features. Formally, each \(C_j\) is either equal to \(c_{(j,1)}\) or \(c_{(j,2)}\). This kind of problem can be found in many applications \([13]\): a text document or a semantic scene can be assigned to multiple topics, a gene can have multiple biological functions, a patient may suffer from multiple diseases, a patient may become resistant to multiple drugs for HIV treatment, a physical device can break down due to multiple components failing, etc.

**Multi-dimensional classification** \((M > 1, \kappa > 2)\) encompasses the classification problems where a set of probably dependent class variables has to be simultaneously identified from the same set of predictive features, \(M > 1\), and their cardinalities may take any value equal or greater than 2, \(\kappa > 2\). Examples of this kind of classification problems can be found in \([21]\), \([22]\) or \([23]\), where several intricate defects can appear in a stainless steel plate, several problems in the fish recruitment forecasting field, or different attitudes of the author (subjectivity, sentiment polarity level, will to influence) are characterised from a given online text, respectively.

Roughly, the theoretical studies and methodological proposals for learning a classifier in the multi-class framework can be applied for binary problems, the ones used for multi-label problems can also be used for binary problems, and multi-dimensional research can be directly applied to either binary, multi-class and multi-label problems. Moreover, by parameterising multi-class
problems as \((M = 1, \kappa \geq 2)\), multi-label as \((M \geq 1, \kappa = 2)\), and multi-dimensional as \((M \geq 1, \kappa \geq 2)\), multi-class and multi-label may encompass binary problems, and the multi-dimensional classification framework may include the whole classification spectrum. The remaining potential appliances are, in general, futile; they can only be assured for a limited set of specific scenarios. The interested reader can find further information on the unfeasibility of using approaches for multi-class and multi-label classification to tackle multi-dimensional classification problems in [23].

Due to the fact that the given definition of multi-dimensional classification problems includes the whole classification spectrum, in the introductory part of this dissertation, I will use it to describe the mathematical framework encompassing the contributions introduced.

1.2 Learning of Classifiers

Formally, let us assume we are provided with a \(M\)-dimensional classification problem \(\gamma\) with a generative model \(\rho(x, c)\) which not only specifies how data is generated from the symptoms (features) but also provides prior information about the distribution of the different class variables. This generative model is given by the following generalised joint probability density function:

\[
\rho(x, c) = p(c)\rho(x|c).
\]  

(1.1)

Here, \(p(c)\) is a discrete distribution symbolising the joint probability distribution of the vector of class variables \(C\) and \(\rho(x|c)\) is the conditional distribution of the feature space. These generative probability distributions may be parametrised by certain model parameters in some of the publications. They can be sometimes written as \(\rho(x, c|\theta)\) and \(\rho(x|c, \theta)\), where \(\theta\) represents the set of model parameters of the conditional probability distributions.

Then, solving a \(M\)-dimensional classification problem is equivalent to defining, learning or inferring a function \(\Psi(x) = \hat{c}\) able to make predictions from features. This function is known as a classifier and maps a given vector of observations \(x\), drawn from the generative function of eq. (1.1), into an instantiation \(c\) of the vector of the class variables, written as \(c\), i.e.

\[
\Psi : x_1 \times \ldots \times x_N \mapsto \{1, \ldots, K_1\} \times \ldots \times \{1, \ldots, K_M\}.
\]

\[
x \mapsto c
\]  

(1.2)

When the generative model \(\rho(x|c)\) is known and computations are possible, the generative probability distributions can be directly used to define a rule capable of deciding to which configuration of class values an unseen instance belongs to. However, the usage of these distributions in a decision rule depends on how costly it is to make wrong predictions using the features [24]. Examples of classification or decision problems with different costs can be easily found in the literature: For instance, in the spam filtering example;
it is more costly to filter out an important email than to let a junk mail enter your mailbox. Another example is the Pascal’s wager [25], marked as the first formal use of decision theory [26]. There, Pascal claimed that as long as there is a positive probability of the existence of God, disbelieving in God always comes with a higher cost than believing in God, since in the event of the existence of God, a belief (prediction of existence) means an eternity in heaven and a disbelief (prediction of non-existence) means an eternity in hell. In the event of non-existence, both decisions of belief and disbelief have very small losses and gains, respectively. These costs, which are associated which every correct and incorrect prediction made by the classifier, are usually defined in a loss function [27]. Formally, this loss function, \( L(\Psi(x), c_i) = \ell \), is the cost associated to the decision \( \Psi(x) = \hat{c}_\Psi \) when the true class vector is \( c_i \neq \hat{c}_\Psi \). As previously mentioned, it has a deep influence on the learning of the classifier, and, thus, in its resulting performance.

If we are dealing with a classification problem where the costs of misclassifying any class variable are symmetrical and equal, and there is no cost for a correct classification, we are assuming the well-known 0-1 loss function (\( \ell = 0 \) if \( \hat{c}_\Psi = c_i \), and \( \ell = 1 \) otherwise, [27]). In a such situation, the Bayes decision rule [28] can be directly used to classify new instances as it inherently minimises this loss function. Formally, it is defined as follows:

**Definition 1.** Assuming the generative model, \( \rho(x, c) \), to be known, the Bayes decision rule (BDR) is given by

\[
\hat{c}_B = \arg \max_i p(c_i) \rho(x|c_i).
\] (1.3)

Here, \( \hat{c}_B \) is the categorical class vector assigned by the BDR to the observation \( x \). This rule has a corresponding probability of error

\[
e_B = 1 - \sum_{i=1}^{K} p(c_i) \int_{\Omega_i} \rho(x|c_i) dx
\] (1.4)

which is called the Bayes error and is the highest lower bound of the probability of error of any classifier as proved in [28] and in [13]. In equation (1.4)

\[
\Omega_i = \{ x : p(c_i) \rho(x|c_i) - \max_{i' \neq i} p(c_{i'}) \rho(x|c_{i'}) > 0 \}
\] (1.5)

represents the region where \( p(c_i) \rho(x|c_i) \) is maximum and, so, the instances are assigned to the vector of class variables \( c_i \) by the BDR, for all \( i \).

The BDR is the most adequate classifier when the total number of correct classifications is to be maximised. Hence, it has enjoyed an excellent academic position among the traditional machine learning techniques [29]. However, as previously put forward, in real-life problems, some types of misclassifications are more crucial – they come with higher misclassification costs – than
Assuming the generative model to be known, the **equiprobable Bayes decision rule** (EDR) is given by

\[ \hat{c}_E = \arg \max_i \rho(x|c_i). \]  

(1.6)

Here, \( \hat{c}_E \) is the categorical class vector assigned by the EDR to the observation \( x \). This rule has an associated probability of error

\[ e_E = 1 - \sum_{i=1}^{K} \int_{A_i} \rho(x|c_i)dx \]  

(1.7)

which corresponds to the arithmetical mean of the error in not classifying each configuration of class vector as so. This error is the highest lower bound for this arithmetical mean of any classifier as proved in this dissertation [31].

There,

\[ A_i = \{ x : \rho(x|c_i) - \max_{i' \neq i} \rho(x|c_{i'}) > 0 \} \]  

(1.8)

is the region where \( \rho(x|c_i) \) is maximum and, so, the instances are assigned to the vector of class variables \( c_i \) by the EDR, for all \( i \).

In order to clarify the behavioural difference between both decision rules (BDR and EDR), let us consider the example illustrated in Figure 1.2: imagine we face a uni-dimensional binary classification problem with a generative model given the following mixture joint density distribution [31]:

\[ \rho(x,c) = p(c_1)\rho(x|c_1)1(c = c_1) + p(c_2)\rho(x|c_2)1(c = c_2). \]  

(1.9)

There, \( 1(E) \) is the indicator function with a value of 1 if the event \( E \) is true, and 0 otherwise. This model is parametrised as follows: \( p(c_1) = 0.85, \) \( p(c_2) = 0.15, \) and the conditional distributions follow two different normal distributions; \( \rho(x|c_1) \sim N(3, 0.75) \) and \( \rho(x|c_2) \sim N(5, 0.75) \). Figure 1.2 plots the generative mixture model of the example; while the upper chart only shows the mixture density distribution of both conditional feature probability distributions – \( \rho(x|c_i) \) –, the lower chart shows the mixture density distribution of the generative model \( \rho(x,c) \), i.e. the conditional feature probability distributions multiplied by their class probabilities, \( -p(c_i)\rho(x|c_i) - \). Both views are displayed in order to show the different behaviour of both decision rules.
Fig. 1.2: Example of the decision regions provided by both the EDR and the BDR to classify a set of observations from a given binary toy problem $p(x, c)$ parametrised as: $p(c_1) = 0.85$, $p(c_2) = 0.15$, $p(x|c_1) \sim N(3, 0.75)$, and $p(x|c_2) \sim N(5, 0.75)$.

Here, each decision rule can be simplified to a single value $d$ in the abscissa, splitting the feature space into two decision regions: $(-\infty, d)$ for the points to be classified as $c_1$ and $[d, \infty)$, the other, for the points to be classified as $c_2$. The limiting points of the BDR and EDR, which are drawn with a blue dashed line and a continuous purple line in the figure, are $d = 4.5$ and $d = 4$, respectively. It is trivial to obtain those values from both Definition 1 and Definition 2, respectively. As can be seen, the EDR divides the feature space by density dominance in the upper chart and the BDR behaves equivalently in the lower chart. By means of just this perception, it can be easily deduced that the choice of one of these omniscient theoretical classifiers will impact the performance of the classification: imagine we are supplied with a testing sample of the generative problem composed of 22 instances – 17 of $c_1$ and 5 of $c_2$ – marked as Real in the figure. Note that the values $x$ of these instances are given by their position with respect to the abscissa and their classes by their color; dark grey corresponds to $c_1$ and white to $c_2$. The EDR will classify those instances as the sample row marked as EDR and the BDR as the sample row marked as BDR. Then, it can be perceived that BDR obtains a greater overall performance by correctly classifying 19 out of 22. The EDR, instead, aims at balancing the number of correct classifications for both classes simultaneously. This results in a degradation of the overall performance as it misclassifies more instances of the class $c_1$. Favourably, a better performance is obtained for the minority class value $c_2$ using this rule, 4 matches instead of 3.
In short, this example shows us that the BDR fits in with problems where the overall number of correct classifications has to be maximised. However, it might ignore minority classes. On the contrary, the EDR is a proper classifier for atypical events since it balances the number of correct classifications among all classes including classes with low probability. Problems such as the stated junk mail filter may benefit from this property. As a drawback, it tends to increase the number of misclassifications in the most probable classes.

Many other decision rules can be defined in order to create classifiers which favour certain classifications over others. The Bayes decision theory [26] is the field studying this type of all-knowing classifiers. Authors skilled in this field may argue that, both the BDR and the EDR are versions of the same decision rule, called the (log-)likelihood ratio test [31]. This assertion remains within this field due to the fact that it usually narrows the classification spectrum to just uni-dimensional binary problems as most of the calculi becomes intractable when the uni-dimensional binary constraint is relaxed. In this dissertation, I make use of two different definitions, since the likelihood ratio test loses the compromising property for similar decision rules but with different costs when $K > 2$ or $M > 1$. Interested readers in the (Bayes) decision theory, other existing loss functions, and decision rules can find an interesting introduction in [32].

Unfortunately, the Bayes decision theory assumes a knowledge over the faced classification problem which in most of the real-world cases is not often achievable: the generative model, along with the real class distribution, is usually unknown. Fortunately, a random sample of the distribution of the generative model, $\mathcal{D}$, is often available. Thus, practitioners must infer a classifier $\Psi$ using a deterministic learning algorithm $A$ over the training dataset $\mathcal{D}$, i.e. $A(\mathcal{D}) = \Psi$, in order to classify future unseen unlabelled instances. These learning algorithms are usually defined to asymptotically (as $|\mathcal{D}| \to \infty$) converge to the behaviour of a decision rule, such as the BDR or the EDR, by minimising a certain loss function [28]. Thus, idealistically, the resulting classifiers will have a similar, but not greater, expected performance. However, finite samples usually introduce some bias in the learning task decreasing the classification performance. On the other side, we have the theoretical baseline classifiers, which established the lowest expected performance of a classifier to be considered competitive. The most used baseline classifier, which uses no training data ($\mathcal{D} = \emptyset$), is the random guessing of the class variables:

**Definition 3.** The classifier representing the random guessing of $K$ different configurations of $M$ class variables is known as the *uniformly random classifier* (RAND) and it is given by

$$\hat{c}_R = \text{Unif}\{1, K\}.$$  

(1.10)

where $\text{Unif}\{1, K\}$ is the discrete uniformly random function which assigns a categorical class configuration $c_i$ to an example $x$ with probability $1/K$. Both the probability of error and the arithmetical mean of the error in classifying
each configuration of class vector of this classifier coincides and are equal to

\[
\frac{K - 1}{K}.
\] (1.11)

Having introduced the theoretical performance bounds for the learnt classifiers, the following sections present a review of the most common types of training datasets used in the literature and the most well-known learning algorithms used to deal with each type of training datasets. Moreover, in Section 1.4 several characteristics of the finite training datasets which hamper the classification performance are discussed.

1.2.1 Structure of the Available Training Dataset

Learning involves the ability to generalise from past experience in order to deal with new situations that are related to this experience \[33\]. In statistical classification and when the generative model is unknown, this experience comes in the form of a training dataset \( D \), which may have different shapes. Depending on this, different learning approaches are used. Formally, let \( D = \mathcal{L} \cup \mathcal{U} \) be defined as the available training dataset which may be composed of the following two different sets:

- Let \( \mathcal{L} = \{ (x^{(1)}, c^{(1)}), \ldots, (x^{(l)}, c^{(l)}) \} = \{ (x^{(n)}, c^{(n)}) \}_{n=1}^l \) be defined as a **supervised training dataset** of size \( l \) drawn from the generative function. There, let the class labels \( \{ c^{(n)} \}_{n=1}^l \) be i.i.d. random values drawn from \( p(c) \) and let each observation \( \{ x^{(n)} \}_{n=1}^l \in \mathcal{L} \) be also an i.i.d. random value but drawn from \( p(x|c) \). In other words, a supervised training dataset is a set of observations where each observation not only contains the features but also the real classes of the observation.

- Let \( \mathcal{U} = \{ x^{(1)}, \ldots, x^{(u)} \} = \{ x^{(m)} \}_{m=1}^u \) be defined as an **unsupervised training dataset** of size \( u \) drawn from the generative function, where each observation \( \{ x^{(m)} \}_{m=1}^u \in \mathcal{U} \) is also an i.i.d. random value but drawn from \( p(x) \). In this case, the values of the classes for the observations are not given, only features are available.

While other richer and more complete ways exist to taxonomise the spectrum of learning scenarios \[34\]; by means of my definition, three different kinds of training datasets, and, thus, three classical major learning scenarios, which ideally fit and cover the current PhD work, can be defined:

1. The most extensive work carried out in the machine learning community assumes a labelled training dataset \( (D = \mathcal{L}) \) to be available \[35\]. Under this assumption, the goal is to infer the function \( \Psi(x) \) as defined in equation 1.2. This problem is known as **supervised learning** and the used learning algorithm must be able to generalise from \( D \) to unseen situations in a "reasonable" way \[33\].
2. On the opposite side of the spectrum, an unlabelled dataset may be provided. Here, the only possible goal is to find interesting coherent structures in the data $D = U$. In other words, the problem of **unsupervised learning** is fundamentally that of estimating a density $\rho(x) = \sum_{i=1}^{K} \rho(x|c_i)p(c_i)$ which is likely to have generated the training dataset $[10]$. The density is written as a marginal density distribution of the generative model due to the fact that the broadly used clustering technique $[35, 12]$ aims at not only determining the number of classes present in the density, but also at discovering the feature distributions of these classes. However, as proved later in this dissertation, having no labels in the training datasets produces classifiers no better than the RAND $[36]$. Other forms of unsupervised learning are, for instance, outlier detection or unsupervised dimensionality reduction. Since, apart from clustering, no other unsupervised learning directly relates to classification, this major learning technique will not be further discussed in this dissertation.

3. Somewhat in the middle, the **semi-supervised learning** scenario arises $[10, 37, 38]$. This problem assumes that the available training dataset is composed of both labelled and unlabelled examples ($D = L \cup U$). An important motivation for dealing with this kind of datasets is that, in some applications, gathering labels is relatively expensive or time-consuming, compared to the cost of obtaining an unlabelled example. Consider, for instance, the example of building a webpage classifier exposed in $[39]$. Whilst downloading billions of unlabelled webpages is straightforward, reading them to assign labels is time-consuming. So, why not use unlabelled observations to improve the performance of supervised learning methods that only use a small labelled set, $L$, to train a classifier?

The following sections exhaustively review both supervised and semi-supervised learning scenarios and their most important learning paradigms.

### 1.2.2 Major supervised learning paradigms

Roughly, the supervised learning process is carried out by means of an optimisation algorithm provided with fully annotated training data, $D = L$, drawn from eq. (1.1). It attempts to infer a mapping function $\Psi$ that minimises a certain loss function $[27]$. Here, most of the traditional learning algorithms use the 0-1 loss or a surrogate loss which, by providing an upper bound for it, is also expected to minimise the 0-1 loss $[10]$. Thus, these learning algorithms usually have an asymptotic behaviour to the BDR. According to $[41]$, there are six major supervised learning paradigms: (i) decision trees, (ii) rules extracted from decision trees, (iii) rule-based machine learning, (iv) statistical learning, (v) connectionism, and (vi) probabilistic approaches. I, however, perceive rules extracted from decision trees and rule-based machine learning as similar paradigms to decision trees. So, therefore, in this introductory part, I only tackle the other remaining five approaches.
1.2 Learning of Classifiers

Fig. 1.3: Using just the gender, the age and the number of siblings and parents combined as features, a classifier can be learnt in order to predict whether the person survived or died in the Titanic accident.

The most common approaches to supervised learning are the paradigms which produce a rule, $\Psi$, in the form of a tree-like model known as a **decision tree** in order to discriminate among the values of the classes of the objects. C4.5 [42] is the most utilised learning algorithm for decision trees. The nodes in a decision tree correspond to selected object features, and the edges correspond to predetermined alternative values for these attributes. Leaves of the tree correspond to sets of objects with an identical classification vector of classes [43]. Figure 1.3 shows an example of a decision tree learnt from a supervised dataset composed of the list of RMS Titanic passengers and their main features. Rules extracted from decision trees (e.g. C4.5Rules) and **rule-based machine learning** (e.g. RIPPER [44]), instead, aim at producing classifiers which typically take the form of a set of nested if-then expressions, i.e. {IF ‘condition’, THEN ‘result’}. It is trivial that the decision tree presented in Figure 1.3 can be straightforwardly transformed into the set of rules proposed in Algorithm 1. A deep coverage of decision trees and rule-based machine learning can be found in [43], the book used to write the previous lines.

**Statistical learning** [45] is a paradigm for machine learning drawing from the fields of statistics and functional analysis. Probably, the most used methods within this paradigm are support vector machines (SVM) classifier, its multiple variants and similar kernel-based learning methods. Interested readers of this learning strategy may refer to [46]. Briefly, support vector machines find linear boundaries in their input space. However, not all feature spaces for binary problems are linearly separable [47]. Fortunately, as happens
Algorithm 1 Determining whether the person survived or died in the Titanic accident

```java
if Sex = Male then
    if Age > 9.5 then
        Died
    else
        if FamilyMembers > 2.5 then
            Died
        else
            Survived
        end if
    end if
else
    Survived
end if
```

with other linear methods, we can make the classifier more flexible by enlarging the feature space using basis expansions to a larger dimension, infinite in some cases. Generally linear boundaries – hyperplanes – in the enlarged space achieve better training-class separation, and translate to nonlinear boundaries in the original space. This procedure is illustrated in Figure 1.4.

Fig. 1.4: How a paradigm such as SVM achieves a linear separability of the space in an enlarged feature space. Image extracted from [48].

An important drawback of these classifiers based on the linear separability of the feature space is that they are originally designed to solve uni-dimensional binary classification problems. However, steps towards covering uni-dimensional multi-class problems are being proposed [19].
1.2 Learning of Classifiers

Connectionism covers a set of approaches in the field of artificial intelligence that attempts to represent mental or behavioural phenomena as emergent processes of interconnected networks of simple units [50]. Artificial neural networks [51, 52] are, currently and by far, the most popular connectionist model used. They produce classification models vaguely inspired by the biological neural networks that constitute animal brains in order to categorise instances into classes. The typical structure of a neural network classifier can be viewed in Figure 1.5. There, each circular node represents an artificial neuron and an arrow represents a connection of one artificial neuron to the input of another. The neurons, which are sorted in layers, are capable of receiving, processing and transmitting a signal. As can be seen, to perform a classification, three kinds of layers are required:

- The input layer serves as an input interface for the whole network. It feeds the next (hidden) layer with the features of a new unseen instance.
- After a learning process which typically deals with the modification of weights and activation thresholds by using a training dataset $D$, the hidden layer encapsulates several functions and weights over the inputs, i.e. the model parameters which may or not activate an output signal on the basis of the activation thresholds. Therefore, these neurons may produce different signals and transmit them to the following layer. This hidden layer may be present or absent in the network. Also, there might be several hidden layers consecutively connected.
- Finally, the interface which has no successor is called the output layer. This layer collects all the signals from the previous (hidden) layer and returns the final prediction of the classification model.

Deep artificial neural networks, which are neural networks with a very large number of hidden layers have attracted a great attention in the past few years. Although powerful computer hardware such as GPU (Graphical Processing Units) existed [53], not until 2012, when significant impacts in image and text recognition fields were shown, can we talk of a real deep learning revolution [54, 55, 56]. In Figure 1.6 we can see a schematic example of a deep neural
network architecture with its multiple hidden layers to classify images, in this case to recognise different faces.

To the best of my knowledge, neither of the above discussed paradigms is able to directly tackle multi-dimensional classification problems. To do so, they either deal with each class variable in isolation and solve as many classification problems as class variables are present, or treat each configuration of the vector of class variables as a different class value facing a highly multi-class problem. Both approaches have important drawbacks: while the former leaves out the dependencies among the class variables, the latter may suffer an unfeasible number of combinations. Research on probabilistic approaches, instead, recently, has found a reliable and efficient way to deal with multiple class variables \[57, 13\]. These approaches make use of an induction algorithm over the annotated training data in order to learn a probability distribution \(\hat{\rho}(x, c)\) or \(\hat{\rho}(c|x)\). Note that the former distribution is a direct estimation of the generative model defined in equation \[1.1\]. Afterwards, probabilistic classifiers predict the values of the class variables of new unlabelled instances based on a classification rule over the previous probability distribution. An example of classification rule is the joint classification rule \[58\] for multi-dimensional problems:

\[
\hat{c} = \arg \max_i \hat{\rho}(c_i|x).
\]  

(1.12)
This rule, which obtains better results than several other already proposed rules \[58\], returns the most probable combination of values for the vector of class values.

The taxonomy of the probabilistic approaches depends on the assumed family of distributions of the classification rule. Within these approaches, Bayesian networks (Naïve Bayes, in particular) are the most well-known due to the fact that they are powerful tools for knowledge representation and inference under uncertainty conditions \[59\]. Moreover, efficient algorithms to infer knowledge from data are available in the literature \[60\]. Since these formalisms have a great presence in this dissertation, I devote the following section to a detailed description of how they are used as a learning approach.

1.2.2.1 Multi-dimensional Bayesian Network Classifiers

Bayesian networks have been extensively used as classifiers \[61\] \[62\] and have become a classical and well-known classification paradigm. In \[13\], they are defined as:

**Definition 4.** A Bayesian network over a finite set \( \mathbf{V} = \{Z_1, \ldots, Z_n\} \), \( n \geq 1 \), of nominal random variables is a pair \( \mathbf{B} = (\mathbf{S}, \theta) \) where \( \mathbf{S} \) is a directed acyclic graph (DAGs) whose vertices correspond to the random variables and \( \theta \) is a set of parameters \( \theta_{z_i|\text{pa}(z_i)} = p(z_i|\text{pa}(z_i)) \), where \( \text{pa}(z) \) is a value of the set of variables \( \text{Pa}(Z) \), parents of the \( Z \) variable in the graphical structure \( S \). Thus, the network \( \mathbf{B} \) defines a joint probability distribution \( p_B \) over \( Z \) given by

\[
p_B(z_1, \ldots, z_n) = \prod_{i=1}^{n} \theta_{z_i|\text{pa}(z_i)} \tag{1.13}
\]

Conventionally, a Bayesian network classifier is a Bayesian network specially designed to solve classification problems in which instances described by a set of discrete features have to be assigned to a class value. In my broader vision of the classification spectrum, where an instance may be simultaneously assigned to several class variables, the term multi-dimensional Bayesian network classifier \[57\] \[63\] is used, instead, to denote the generalisation of the classical Bayesian network classifiers. These classifiers model the relationships between the variables by means of directed acyclic graphs (DAG) over the class variables and over the feature variables separately, and, then, connect both sets of variables by means of a bi-partite directed graph.

**Definition 5.** A multi-dimensional Bayesian network classifier is a Bayesian network \( \mathbf{B} = (\mathbf{S}, \theta) \), where the DAG structure \( \mathbf{S} = (\mathbf{V}, \mathbf{A}) \) has the set \( \mathbf{V} \) of discrete random variables partitioned into the sets \( \mathbf{V}_C = \{C_1, \ldots, C_M\} \),

\(^2\) Usually, Bayesian networks assume nominal or discrete random variables. For this reason, I refer to the probabilities as \( p(\cdot) \) instead of \( \rho(\cdot) \). For numerical random variables, other probabilistic graphical models are used.
$M \geq 1$, of class variables, the set $V_F = \{X_1, \ldots, X_N\}$ ($N \geq 1$) of features, and the set of arcs $A$ can be partitioned into the following three sets:

- $A_{CF} \subseteq V_C \times V_F$ is composed of the arcs between the class variables and the feature variables, so we can define the feature selection subgraph of $S$ as $S_{CF} = (V, A_{CF})$. This subgraph represents the selection of features that seems relevant for classification given the class variables.

- $A_C \subseteq V_C \times V_C$ is composed of the arcs between the class variables, so we can define the class subgraph of $S$ induced by $V_C$ as $S_C = (V_C, A_C)$.

- $A_F \subseteq V_F \times V_F$ is composed of the arcs between the feature variables, so we can define the feature subgraph of $S$ induced by $V_F$ as $S_F = (V_F, A_F)$.

Then, the joint probability distribution over $V$ is defined as

$$p_B(x, c) = \prod_{j=1}^{M} \theta_{c_j|\text{pa}(c_j)} \prod_{i=1}^{N} \theta_{x_i|\text{pa}(x_i)},$$

(1.14)

and the corresponding classifier is defined by the following classification rule as

$$\hat{c}_B = \arg \max_i p_B(c_i|x) = \arg \max_i p_B(c_i)p_B(x|c_i).$$

(1.15)

Figure 1.7 shows a multi-dimensional class Bayesian network classifier with 3 class variables and 5 features, and its partition into the three subgraphs.

![Figure 1.7](image-url)
Depending on the structure of the three subgraphs, several sub-families of multi-dimensional class network classifiers, which are consistent with their broadly used uni-dimensional counterparts, are proposed in the state-of-the-art literature [57, 58]:

- **Multi-dimensional naïve Bayes classifier (MDnB):** the class subgraph and the feature subgraph are empty and the feature selection subgraph is complete. This is the multi-dimensionalisation of the well-known naïve Bayes classifier [4].

- **Multi-dimensional tree-augmented Bayesian network classifier (MDTAN):** both the class subgraph and the feature subgraph are directed trees. It could be viewed as the multi-dimensional version of the (uni-dimensional) tree-augmented Bayesian network classifier (TAN) proposed in [64].

- **Multi-dimensional J/K dependences Bayesian classifier (MD J/K):** This structure is the multi-dimensional generalisation of the well-known K-DB [65] classifier. It allows each class variable $C_i$ to have a maximum of $J$ dependences with other class variables $C_j$, and each predictive variable $X_i$ to have, apart from the class variables, a maximum of $K$ parents.

Whilst induction algorithms to learn $p_B(x, c)$ for the first two structures are already proposed in the literature [57], the MD J/K (already defined in literature [58]) lacked that characteristic until the proposed manuscript [23]. Moreover, the presented work also addresses the computational burden of the algorithms proposed in [57] by allowing our induction algorithm to efficiently perform a structural learning for MDTAN classifiers. Thus, in this dissertation, the main sub-families of multi-dimensional class Bayesian network classifiers were equipped with efficient learning algorithms.

### 1.2.3 The semi-supervised learning problem

Semi-supervised learning is a weakly supervised problem [34] concerned with using unlabelled examples, that is, examples for which we know the features but not their corresponding categories, to improve the performance of supervised learning methods that only use a limited labeled set to train a model [39]. There are mainly two different approaches which can tackle this problem [10]:

1. The usage of unsupervised techniques – mainly clustering – over $U$ to estimate the density $\rho(x) = \sum_{i=1}^{K} \rho(x|c_i)p(c_i)$ which is likely to have generated the training dataset to, afterwards, use the annotated training dataset, $L$, to label the regions of the density.

2. Use $L$ to learn a classifier in a supervised manner and, then, use the unlabelled data to improve that initial classifier.
In this dissertation, both approaches were dealt with. Whilst the former is assumed in my theoretical paper about semi-supervised learning [36] included in Chapter 5, the latter is used to solve a real-world semi-supervised learning problem in the included manuscript [23], which is shown in Chapter 4.

Theoretically, the problem has been extensively studied in the literature. Works such as [31, 38, 66, 67, 68, 69] address and give answers to several interesting questions: (i) How many unlabelled examples is each labelled instance worth in terms of performance? (ii) How the probability of error of the optimal procedure which may be proposed in this framework varies on the values of $l$ and $u$ of labelled and unlabelled examples, respectively? (iii) What is the real contribution of the unlabelled training subset in the parameter estimation of the model for the classifier? (iv) Does unlabelled data always help? (v) What is the relationship between the learnt model misspecification with respect to the generative model and the performance degradation perceived in the classifier? (vi) What is the convergence rate to the minimum error of both labelled and unlabelled subsets? However, all these previous works only focus on binary classification problems. In the literature, only [70] faces the whole uni-dimensional classification range. Due to this, in this dissertation, I devote some research to proving that some answers provided by the previous works do not straightforwardly generalise to the multi-class case. Moreover, in Chapter 5, I contribute to the literature with an optimal semi-supervised procedure for the whole uni-dimensional classification problem and a study of the convergence of probability of error for the optimal classifier. Thus, fundamental limits in the performance of any multi-class semi-supervised classifier may be established.

Methodologically, a set of diverse paradigms to semi-supervised learning has been proposed in the literature due to the high demand for solutions to a multitude of practical problems where it is relatively expensive to produce labeled data [10, 71], e.g. the automatic classification of web pages or automatic medical diagnoses.

Unlike what happens in supervised learning, the proposal of semi-supervised learning paradigms is still a subject undergoing intense study. While semi-supervised learning may seem to be obviously helpful in any scenario, the fact that these methods – $\mathbb{A}_{\text{SSL}}(\mathcal{L} \cup \mathcal{U})$ – can actually lead a worse performance than their supervised counterparts – $\mathbb{A}_{\text{SUP}}(\mathcal{L})$ – has been both widely observed and described [72]. Due to this undesirable characteristic, a lot of effort is being made in proposing “safe” semi-supervised learning algorithms [73, 74].

Regarding the taxonomy of the semi-supervised learning setting, the paradigms may be arranged in the following order: from (i) the techniques where the improvement of performance is achieved by trial-and-error processes, followed by (ii) the techniques where a set of hard-to-check assumptions must hold to achieve improvements, and ending in (iii) the so-called robust or safe semi-supervised techniques which ensure performance gain without relying on assumptions that are not intrinsic to the classifier in hand.
Early semi-supervised learning proposals were trial-and-error processes such as **self-training** or **expectation-maximisation (EM) algorithm based approaches** [38, 75]. With the main advantage that these approaches can be applied to any supervised learning algorithm without making any assumptions on the data, they work as follows: First, the parameters of the classifier are estimated only on the labelled data. Using this trained classifier, either the whole unlabelled subset, $U$, is labelled (or just the most confident unlabelled examples) so that they can be added to the annotated training dataset, $L$. Then, the classifier parameters are re-estimated using this new labelled dataset in order to get a new classifier which is used to re-label the subset $U$. This process is iteratively applied until a stop criterion is met, such as the predicted labels of the unlabelled subset do not suffer any change. Although they show practical success in some applications [23, 75], a trial-and-error methodology with different supervised learning approaches is, in some cases, computationally impracticable.

So, to avoid the time-consuming task of finding competitive semi-supervised classifiers, some methods were proposed on the claim of David MacKay “You cannot do inference without making assumptions” [76]. Thus, these methods leverage the unlabelled data by introducing some assumptions linking the features and the values of the class variables [73]. The most common assumptions are the following:

- **Smoothness or continuity assumption:** If two instances are close in a high-density region, they are likely to share the same values for the class variables.
- **Cluster assumption:** The data tend to form a finite number of clusters, and points in the same cluster are more likely to share a label.
- **Low density separation assumption:** The decision boundaries should lie in low-density regions.
- **Manifold assumption:** The data lie approximately on a manifold of a much lower dimension than the input space.

The most popular methods based on assumptions are **transductive support vector machines (TSVM)** and **graph-based methods** [10]. While the former directly implements the low-density separation assumption, the latter approach is directly built on the manifold assumption. Although it is claimed that this approach ensures an improved performance when the assumptions are met [77], these assumptions are, in practice, hard to check when the labelled training subset is limited. If these assumptions are not met, the use of unlabelled data cannot guarantee any significant advantages over learning a purely supervised learning problem [78]. Thus, the trial-and-error property of the previous paradigm returns.

Current research [73, 74] attempts to guard against the possibility of deterioration in performance by not introducing additional assumptions. This paradigm, called **robust or safe semi-supervised learning**, is still an on-
going research topic and it could revolutionise the semi-supervised learning field in the near future.

Lastly, since, in Chapter 4 I propose a new methodology to solve a real-world semi-supervised learning problem [23], I would like to add a few lines on my proposal. At the time I faced that problem, no other work on the literature had dealt with a multi-dimensional classification problem in a semi-supervised manner. Moreover, to the best of my knowledge, no safe semi-supervised learning paradigm had been proposed. Thus, I use the natural evolution of the field in the uni-dimensional framework by proposing an EM algorithm based approach with its trial-and-error best classifier search disadvantage.

1.3 Evaluation of Classifiers

Classifiers often produce misclassifications. Thus, once a classifier is proposed, its associated discerning skill needs to be measured. When the generative function is assumed to be known, a common tool used for visualising the performance of a classifier is the true confusion matrix of a given classifier, $\Psi$ [79]. It is a square matrix of size $K$ containing the mathematical expectations of classifying, with a classifier $\Psi$, an example of the configuration of classes $c_i$ (rows) as the values $c_j$ (columns).

As previously mentioned, when the generative model is known, decision rules using the generative model can be defined. In such situations, the true confusion matrix, $A_\Psi = [a_{i,j}]_{1 \leq i,j \leq K}$, can be directly calculated by taking expectations:

$$a_{i,j} = E_{x|c=c_i}[\hat{c}\Psi = c_j].$$

(1.16)

There, $E[\cdot]$ stands for the mathematical expectation. For instance, each element of the true confusion matrix for the BDR applied to a multi-dimensional problem with generative model $\rho(x,c)$ is calculated as

$$a_{i,j} = p(c_i) \int_{\Omega_j} \rho(x|c_i)dx.$$  

(1.17)

When $\rho(x,c)$ is unknown, an estimation of the true confusion matrix is utilised instead. It is usually referred to as the empirical confusion matrix, or simply as the confusion matrix. To perform such an estimation, labelled data is required. They usually come in the form of an independent testing dataset, $D_T$. Similarly to the training dataset, $D_T$ is also assumed to be sampled from the generative model. Note that both subsets ($D$ and $D_T$) must be independent sets in order to ensure a fair performance assessment. When data is limited, there are supervised and semi-supervised methods in the literature, such as

3 Unsupervised learning is left out in this section due to the fact that I assume the availability of labelled data to evaluate the trained models to use the aforementioned assessment methods.
(repeated) \( k \)-fold cross-validation, leave-one-out, etc [80], in order to fairly and efficiently exploit all the available labelled data to both train and test the classifier.

Concerning the estimation of the confusion matrix for a learning algorithm in a dataset, it is performed in the following manner: The classifier \( \Psi \), which has previously been trained using \( D \), is used to classify all the labelled testing data \( D_T \). Afterwards, each element \( a_{i,j} \) of the confusion matrix is filled by just assigning the number of instances with real values \( c_i \) which are classified as values \( c_j \) when the classifier \( \Psi \) is used. Formally and being \( 1(E) \) the indicator function, the elements are calculated as:

\[
a_{i,j} = \sum_{(x,c_i) \in D_T} 1(\hat{c}_\Psi = c_j).
\]

As stated in [79], the confusion matrix is one of the most informative performance summaries that a learning system can rely on. Among other information, it contains how accurate the classifier is on each configuration of classes, and the way it tends to get confused among configurations. However, it is often tedious not only when determining the overall behaviour of a classifier from the confusion matrix, but also when comparing several classifiers. Therefore, quantity measures which summarise the confusion matrix are often preferred. These measures are known as numerical performance scores [80]. Since the best behaviour may vary from one kind of problem to another, there are many different and diverse performance scores in the community. This diversity may, at times, obscure important information on the hypotheses or algorithms under consideration [81]. Thus, it is fundamental to check in advance the adequateness of a numerical performance score for assessing a determined classification problem so that the validity of the obtained results can be ensured.

Moreover, in the literature, there are also other methods such as the graphical performance scores [82] which, instead, produce a visual inspection output. This output is capable of capturing the whole multi-objective nature of the classifier and producing a richer, but more subjective – many simultaneous behaviours must be taken into account by the practitioner –, assessment [80]. Unfortunately, as can easily be seen, these scores also possess the main drawbacks of the confusion matrix. Thus, they are also usually summarised into a single value in order to make a better comparison between classifiers.

1.3.1 Performance Assessment in the Uni-dimensional Classification Setting

In the uni-dimensional classification problem framework, both numerical and graphical performance scores have been broadly used. The numerical performance scores, see Table 1.1, can be mainly divided into two different groups: local scores, which only focus on the behaviour of one target class
### Table 1.1: Numerical performance scores for the uni-dimensional framework (by convention $0/0 = 1$).

<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Local scores</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>$\mathcal{P}^i$</td>
<td>$a_{i,i} \left( \sum_{j=1}^{K} a_{j,i} \right)^{-1}$</td>
</tr>
<tr>
<td>Recall</td>
<td>$\mathcal{R}^i$</td>
<td>$a_{i,i} \left( \sum_{j=1}^{K} a_{i,j} \right)^{-1}$</td>
</tr>
<tr>
<td>F-score</td>
<td>$\mathcal{F}_\beta^i$</td>
<td>$\frac{(\beta^2 + 1) \mathcal{R}^i \mathcal{P}^i}{\beta^2 \mathcal{R}^i + \mathcal{P}^i}$</td>
</tr>
<tr>
<td><strong>Global scores</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classification accuracy</td>
<td>$\mathcal{Acc}$</td>
<td>$\sum_{i=1}^{K} a_{i,i} \left( \sum_{i=1}^{K} \sum_{j=1}^{K} a_{i,j} \right)^{-2}$</td>
</tr>
<tr>
<td>Arithmetic mean among the recalls (a-mean)</td>
<td>$\mathcal{A}$</td>
<td>$\sum_{i=1}^{K} \frac{1}{\mathcal{R}^i}$</td>
</tr>
<tr>
<td>Geometric mean among the recalls (g-mean)</td>
<td>$\mathcal{G}$</td>
<td>$\prod_{i=1}^{K} \mathcal{R}^i$</td>
</tr>
<tr>
<td>Harmonic mean among the recalls (h-mean)</td>
<td>$\mathcal{H}$</td>
<td>$\left( \sum_{i=1}^{K} \frac{1}{\mathcal{R}^i} \right)^{-2}$</td>
</tr>
<tr>
<td>Maximum value among the recalls</td>
<td>$\max$</td>
<td>$\max_i \mathcal{R}^i$</td>
</tr>
<tr>
<td>Minimum value among the recalls</td>
<td>$\min$</td>
<td>$\min_i \mathcal{R}^i$</td>
</tr>
</tbody>
</table>

Value, and global scores, which summarise the performance of the classifier taking into account its behaviour in all the values for a unique class variable.

The most used local performance scores are precision $\mathcal{P}^i$ and recall $\mathcal{R}^i$. Whilst $\mathcal{P}^i$ assesses to what extent the predictions of a certain class $c_i$ are correct, $\mathcal{R}^i$ assesses to what extent all examples of a certain class $c_i$ are classified as so. Introduced in the information retrieval field [83], another widely used local score is the $F$-score [84]. This score weights the two previously defined local performances for a given class value and depends on a parameter, $\beta$, provided by the practitioner. When $\beta = 1$, the obtained $F$-score is known as the $F_1$-score and corresponds to the harmonic mean between the precision and recall terms. This setting of the score is usually the one used in the literature [85, 86]. Unfortunately, for their local property, these scores lose the global picture of the performance of the classifier; they are more useful when applied to most, or even all, of the values of the class variable [81]. Therefore, most of the global scores are just functions which, by taking local performance scores applied to some/all classes, summarise the behaviour of the classifier according to a determined subjective criterion.
The most ubiquitous global performance scores are the classification accuracy, \( \text{Acc} \) and the classification error \( \epsilon \), which are equivalent: \( \text{Acc} = 1 - \epsilon \). Whilst the former gives the ratio of the number of correct classifications over the total number of cases in the testing dataset, the latter focuses on the misclassifications. Note that \( \text{Acc} \) can also be seen as a weighted arithmetic mean over the \( K \) recalls. In this case, each recall \( R^i \) is weighted on the number of examples of the class value \( c_i \) in the testing dataset. Although they are a proper choice for maximising the overall number of correct classifications, the performance on underrepresented classes has very little impact on the global measure when compared to the overrepresented classes \[81\][86]. In those cases, their use is pointless and the use of unweighted averages over the recalls is preferred \[30\]. With this approach, all classes, over and underrepresented, share a common consideration in the global score. The most-used scores in the unbalanced scenario are the Pythagorean means – arithmetic (\( A \)), geometric (\( G \)), and harmonic (\( H \)) means – over the recalls of the \( K \)-classes. In the literature \[80, 87, 88\], they are referred to as a-mean, g-mean, and h-mean, respectively. Other works, e.g. \[30\], also consider the maximum recall, \( \max \), and the minimum recall, \( \min \) (among the classes), as global scores.

In this chapter, which focuses on classification, the class variables are assumed to be categorical random variables, i.e. they have no logical order. When this assumption is relaxed and the target variables are nominal or ordinal values, then other numerical performance scores arise. In Chapter 4, several numerical performance scores for ordinal class variables are introduced and used due to necessities of the real-world problem confronted.

Regarding the graphical performance scores, a well-known score for binary classification problems is the Receiver Operating Curve (\( \text{ROC} \)) \[82\]. It allows the visualisation of the trade-off between the proportion of positives, \( c_1 \), that are correctly identified and the proportion of negative events, \( c_2 \), wrongly categorised as positive, proving that any classifier cannot increase the number of true positives without also increasing the false positives \[29, 89\]. The area under the \( \text{ROC} \) curve (\( \text{AUC} \)) provides a single measure (numerical score) of a classifier’s performance \[90\] – see Figure 1.8 – which properly fits for the binary setting. Multi-class problems, instead, introduce the issue of combining multiple pairwise discriminability values for which there are several approaches in the literature \[91, 92\].

### 1.3.2 Evaluation of Multi-dimensional Classification Approaches

By means of the definition of the confusion matrix used in eq. (1.16) and eq. (1.17), the use of either uni-dimensional numerical performance score of Table 1.1 to assess multi-dimensional classifiers seems straightforward. Unfortunately, in the published literature, only the classification accuracy \[22, 23, 58, 93\] – out of the 6 global scores – presented is utilised. In those works, it is called classification joint accuracy. An interesting potential future research line, which I in-depth discuss in the future work section (Section
3.1, could be the study of how different uni-dimensional numerical performance scores describe the behaviour of a multi-dimensional classifier.

Given the shape of the confusion matrix in the uni-dimensional case for a single class variable, a totally different approach to assess the classifier is to extract $M$ independent confusion matrices, one for each class variable. Then, by summarising each confusion matrix with a numerical performance score and averaging the results, a global performance evaluation of the multi-dimensional classifier can be extracted. This methodology has also been used in the literature [23], going by the name of classification mean accuracy. It obtains the classification accuracy of the classifier for each class variable and, then, calculates the arithmetic mean of all the accuracies.

Finally, as put forward in the previous subsection, the categorical property of the class variables can also be relaxed in this setting. In Chapter 4, due to the requirements of the classification problem being dealt with, I also define, describe and make use of a numerical multi-dimensional global performance score for ordinal class variables.

1.4 Threats when Obtaining Acceptable Classifiers

As stated in [94]: “A training supervised or semi-supervised dataset $D$ differs from a random labelling of the classes in the difficulty of training a competitive classifier capable of assigning values for the class variables to future data from the same generative model. A random labelled dataset is improbable to be the source of a classifier since not much can be learned from it about the unseen points. Similarly, in real-world classification problems such learning can usually be done with various degrees of difficulty which may produce weak solutions unable to successfully predict future instances.”
A classification problem can be difficult for different reasons. Thus, in this dissertation, I refer to the common situations which degrade the discerning skill of the trained classifiers as threats to obtain acceptable classifiers. These, which have been long studied in the literature [89, 95], are mainly the following: (i) training set size [96], (ii) noise in the data [97], (iii) dispersity of some classes and the presence of small disjuncts [98], degrees of overlapping among the classes [99], and degree of unbalance among the values of the class variables [100].

The threats, which have strong interdependences among them [89], are briefly described in the following subsections. Unfortunately, since complex classification settings lead to intricate casuistry which may hinder the description, when approach each threat, I will refer only to (uni-dimensional) binary classification problems for the sake of clarity.

1.4.1 Training Set Size

In practise, the number of labelled examples to train a classifier is frequently limited because labelling is either costly or time-consuming. As the estimation of the parameters of the classifiers is dependent on the labelled examples, in supervised learning, the scarcity of data directly translates into poor estimations and systems which cannot accurately classify future instances; the induction algorithms do not have enough data to make a consistent generalisation [33] about the inner distribution of the samples. Potential solutions to this problem may be (i) gathering huge unlabelled datasets so that semi-supervised learning techniques [10] may be applied, or (ii) obtaining more labelled data to train the classifier but only the crucial instances. More information about the former approach can be found in Section 1.2.3. Regarding the latter, there are estimations of the required number of examples to obtain valuable estimations for certain well-known probability distributions [96] and estimations of the required class distribution [101] for certain supervised learning paradigms.

1.4.2 Presence of Noise in the Data

The data which is corrupted or distorted is called noise. This property is known to affect the way any data mining system behaves [102]. Fortunately, both the inductive bias [33] of the learning algorithm and the class frequencies of the training dataset play important roles enabling the proposal of mitigating approaches.

According to [33], the inductive or learning bias of a learning algorithm is the set of assumptions that the learner uses to predict unseen examples which are not encountered in the training dataset. This bias prevents overfitting – classifiers whose models are too well trained on the training data but fail to make predictions on new data – and fosters generalisation. In the event of having all the class values appropriately represented in the training dataset...
common learning biases are currently able to handle noisy data. When facing high levels of noise, [89] claims that the most robust classifiers are Bayesian classifiers and SVM. In these cases, rule-based learning approaches are not recommended as their performance degrades quicker in the degree of noisy examples.

The most problematic issue, here, happens when noise is present for the underrepresented class values, in areas of low density or in small training datasets. As long as there are more underrepresented data than noise, approaches such as undersampling techniques [103] may be applied to alleviate the problem [104]. Alternatively, the learning bias must be adjusted to enable the inclusion of both real data and noise in the learning process or either let the inductive bias eliminate both noisy and true real data.

Finally, note that the noise can also be filtered or even corrected if it is introduced in the training dataset by an external source. This last approach is the most recommended to overcome this problematic issue.

1.4.3 Presence of Disperse Small Disjuncts

Small disjuncts are really small clusters of data in the training dataset which may be mistaken as noise in the learning process [105]. Thus, they can be eliminated by the inductive bias of the learning algorithm. When a class value is composed of multiple and disperse small disjuncts, and these are removed in the learning process, the overall performance will show a significant drop.

To deal with this complex case, we can consider small disjuncts as “necessary noise” and make use of the same approaches of Section 1.4.2 but reversely [105]. Thus, the classification problem can be approached by using sensitive to noise solutions such as rule-induction techniques. Also, the induction bias of the learning algorithm can be modified to overfit on small clusters. Finally, and among other approaches, the most effective approach is to obtain additional training data [89].

1.4.4 Class-overlapping

The previous threats are only dependent on the training dataset, so any improvement on data might alleviate the problem. However there are threats which only depends on the nature of the classification problem being dealt with, i.e. they are dependent on the generative function $\rho(x, c)$. The following last two threats lie within this setting. First, I focus on class-overlapping, a problem which originates in the local probability distribution of the feature space $\rho(x|c)$ [95], and it is regarded as one of the toughest pervasive problems in classification [106].

Class overlap arises when objects belonging to different classes share the same feature representation, i.e. $\exists x \text{ s.t. } \rho(x|c_1)\rho(x|c_2) > 0$, and it has a direct relationship with the irreducible Bayes error – eq. [1.4] –. The value of $e_B$ depends on the proportion of size of the feature space which is overlapped and
it is equal to 0 if and only if the classifier can be modelled using a deterministic algorithm. When the uncertainty of the generative model increases ($e_B > 0$), the achievable performance improvement of a given trained classifier, $\Psi$, over a baseline classifier, such as $\text{RAND}$, gets narrower. Thus, the classification problem becomes complex.

Figure 1.9 shows a uni-dimensional problem showing class-overlapping. As it can be seen, there is ambiguity about the real class value of any example originated in the overlapped region. Fortunately, class-overlapping has only a real dramatic effect when the overlapped regions are large and contain similar number of training data for each class. In other words, both conditional feature distributions are similar, $\rho(x|c_1) \sim \rho(x|c_2)$, thus making the task of differentiation between $c_1$ and $c_2$ very difficult or, even, impossible. In the unlikely scenario of having all the feature space overlapped and both classes sharing a similar class probability, any classifier will show a similar performance to $\text{RAND}$.

There are some methodological proposals to alleviate this problem [89]. Unfortunately, since it is an intrinsic property of the dealt classification problems, there is little room to overcome this threat. In this case, neither a larger dataset is able to overcome the degradation. Finally, in practical applications, exploring alternative class definitions, i.e. using different feature sets for the objects to be classified, could be an approach to solve this complexity [107].

1.4.5 Class-imbalance

The class-imbalance problem is also dependent on the generative function but, unlike class-overlapping, it arises from the class probability distribution, $p(c)$, and it is able to compromise the performance of the vast majority of standard learning algorithms [11]. Traditional learning algorithms assume a 0-1
or a surrogate loss function and, thus, they expect balanced class distribution – ∀i, p(c_i) ∼ 1/K – or equal misclassification costs [28]. In other words, they inherently maximise classification accuracy and have an asymptotic behaviour close to the BDR favouring an overall number of correct classifications (keep in mind the example of Figure [1.2]). Therefore, when they are presented with complex training datasets sampled from skewed class distributions – ∃ i.s.t. p(c_i) ∼ 0 –, these algorithms fail to properly represent the distributive characteristics of the data and resultantly provide dummy classifiers, always classifying new data as the most probable value. Here, the class values with the lowest probabilities are ignored. Furthermore, it also is worth pointing out that the latter class values are commonly the ones having the highest interest from a learning point of view. This implies a great classification cost when they are not correctly predicted [89].

Whether a skewed class distribution produces a class-imbalance problem depends on the previously described class-overlapping issue. Figure [1.10] shows their relationship by plotting four binary classification scenarios sharing two different degrees of class-imbalance and two different degrees of class-overlapping. For each problem, the data has been created by sampling two bivariate Gaussian distributions. To simulate no class-overlapping, I choose two Gaussians whose means are far from each other (Figures [1.10a] and [1.10b]), and to simulate the opposite, I shorten the distance between these means (Figures [1.10c] and [1.10d]). Regarding the class-imbalance setting, it is simulated by sampling 1,000 instances of each class for balanced problems (Figures [1.10a] and [1.10c]), and by sampling 1,000 instances for the majority class and only 10 samples for the minority, for the case of unbalanced problems (Figures [1.10b] and [1.10d]). By just having an overall look at Figure [1.10], it can be easily noticed how the combination of both factors (class-imbalance and class-overlapping) has a straight effect on discriminating among the classes and, therefore, on the performance of the trained classifier. When there is no class-overlapping (ε_B = 0), as shown in the first row of the figures, the class distribution does not hinder the predictive power of the resulting classifier. In both scenarios, a simple and perfect discriminant linear classifier can be easily drawn. This classifier is represented by a straight continuous line in the figure. However, in the second row, the situation is completely different. When both classes are balanced (Figure [1.10c]), a classifier with a tolerable recall for both classes can be learned. Unfortunately, in the unbalanced scenario (Figure [1.10d]), the lack of enough examples for the minority class hinders the process of discriminating it; any intuitively chosen classifier will be incompetent, i.e. it will have a low recall for the minority class. This example concurs with the literature [89], where it is stated that (i) only when the class-overlapping is non-zero, the influence of the class distribution on the competitiveness of the inferred classifier is noticeable, and that (ii) the influence of class-overlapping into the learning process is even stronger than class-imbalance.

In an attempt to overcome this threat, hundreds of methodological solutions to the class-imbalance problem are currently proposed. They usually
attempt to find an adequate balance between the prediction powers of the trained classifier for the most and the least probable class values. According to [103], the proposed solutions can be mainly categorised into the following three major groups:

1. The development of inbuilt mechanisms [108], which change the classifications strategies of the classifier to impose bias towards the minority classes.

2. The usage of data sampling methods [109], which modify the estimated class distribution (from the training dataset) in the learning algorithm so that it can learn from a balance scenario.

3. The adoption of cost-sensitive learning methods [110], which assume higher misclassifications costs for examples of the minority classes.

To the best of my knowledge, all literature is focused on unbalanced uni-dimensional classification problems. However, within that setting, both the multi-class framework [111] and the theoretical understandings of this intricate issue [99] [101] [107] are commonly left aside. Few works on the class-imbalance literature can be found dealing with those cases. Here, it is worth mentioning that, when the binary class constraint of a single target variable is relaxed, the class-imbalance casuistry gets more complex, and, thus, new theoretical
and methodological challenges that are not observed in binary problems arise [111]. Whilst in an unbalanced binary problem there is only one majority class value – the most probable – and one minority class values – the least probable –; in the multi-class framework, an unbalanced class distribution may show multiple majority class values or multiple minority class values. In this thesis, based on the class distribution, I formally catalogue the multi-class classification problems into the following groups:

**Definition 6.** A $K$-class classification problem, $\gamma$, is balanced if it exhibits a uniform distribution between its classes. Otherwise, it is considered to be unbalanced. Formally,

$$\gamma \text{ is balanced } \iff \forall i, p(c_i) = \frac{1}{K}, \text{ i.e. } p(c) = e, \quad (1.19)$$

where $e$ is the special case of having $K$ equiprobable class values.

**Definition 7.** A multi-class classification problem ($K > 2$) shows a multi-majority class-imbalance if most of the class values have a higher or equal probability than equiprobability, i.e.

$$\gamma \text{ is multi-majority } \iff \sum_{i=1}^{K} \mathbb{1} \left( p(c_i) \geq \frac{1}{K} \right) \geq \frac{K}{2}. \quad (1.20)$$

**Definition 8.** An unbalanced classification problem, $\gamma$, with $K > 2$, shows a multi-minority class-imbalance when most of the class probabilities are below the equiprobability. Formally,

$$\gamma \text{ is multi-minority } \iff \sum_{i=1}^{K} \mathbb{1} \left( p(c_i) < \frac{1}{K} \right) > \frac{K}{2}. \quad (1.21)$$

In this dissertation, assuming the whole uni-dimensional spectrum (binary + multi-class), I pursue a theoretical understanding and formalisation of the class-imbalance problem and I also propose a methodological advance. Whilst, in Chapter 6 I shed some light, through a novel theoretical framework, on the adequateness of the most commonly used performance scores to assess unbalanced multi-class problems as well as on the scores maximised in the most popular methodological approaches; in Chapter 7 a class-imbalance metric capable of suitably characterising the imbalance degree of a given multi-class problem is proposed.
Main Contributions to Classification in a Nutshell

This dissertation explores two different and intricate scenarios within the classification field: the semi-supervised learning framework and the class-imbalance problem. Since each scenario has been explored from both theoretical and methodological perspectives, four contributions, sorted in chronological order, are summarised in this chapter:

- **two theoretical studies** exploring both the semi-supervised learning (Section 2.2, which digests Chapter 5) and the class-imbalance (Section 2.3, summarising Chapter 6) scenarios, and
- **two different methodological advancements** to the problem-solving process. Section 2.1 – summary of Chapter 4 – corresponds to the semi-supervised learning related contribution and Section 2.4 sums up the advances proposed for the class-imbalance problem of Chapter 7.

2.1 Semi-supervised Learning of Multi-dimensional Classifiers

Encouraged by the requirements of a real-world problem in the context of Sentiment Analysis [112, 113, 114, 115], the first contributions enriched the state-of-the-art literature with not only a **methodological extension of the semi-supervised learning framework to the whole multi-dimensional classification spectrum**, but also a **new supervised multi-dimensional Bayesian network classifier learning algorithm**.

Sentiment Analysis is a broad area defined as the computational study of opinion, sentiments and emotions expressed in text [112]. It mainly originated to meet the need for organisations to automatically find the opinions or sentiments of the general public about their products and services, as expressed on the Internet. Within this domain, Socialware©, one of the most relevant companies in mobilised opinion analysis in Europe, has been working on an application slightly different to the traditional approaches. In this case,
instead of studying a certain aspect\(^1\) of the text in isolation, the company sought to characterise the costumers of a set of Spanish companies through three different, but related, dimensions: their sentiment polarity towards the product, the subjectivity of their online posts, and their will to influence on other customers through their posts in several forums (see Table 2.1). As can be noticed, I was dealing with a multi-dimensional classification problem.

Then, each post had to be represented as a set of features. Here, I relied on the high levels of experience of the company on manually dealing with this problem and, after properly testing them against the state-of-the-art alternatives, I opted to use their 14 morphological features (Table 2.2).

In the end, the provided dataset consisted of 2,542 posts written in Spanish. Since labelling is a laborious and time-consuming task, only 150 pieces of text were manually labelled by an expert in Socialware\(\copyright\) according to the three different class variables exposed. The remaining 2,392 posts were left as unlabelled instances. Therefore, this multi-dimensional classification problem had to be approached using semi-supervised learning techniques.

At the time I faced the problem, no other work on the literature had dealt with a multi-dimensional classification problem in a semi-supervised manner. Thus, I made use of the previous natural evolution of the semi-supervised field in the uni-dimensional framework by proposing an EM algorithm based approach to deal with multiple, and possibly related, class variables. This approach has the main advantage that it can be directly applied to any supervised learning algorithm. However, it is computationally costly. On that

---

\(^1\) E.g. subjectivity classification [116], sentiment polarity classification [113], authorship identification [117], or affect analysis [118].
account, my first objective was to study the feasibility of using the available learning algorithms \cite{57} for the sub-families of multi-dimensional class network classifiers in this context.

The real costly task in learning Bayesian networks from a dataset is the structural learning process. Estimating the parameters for a given fixed network is, instead, quite straightforward. So, I focused on analysing the former and, after a review of the multi-dimensional family of Bayesian network classifiers (MDnB, MDTAN, and MD $J/K$), the following conclusions were found:

1. As the MDnB has a fixed structure, here, it raised no computational problem.
2. The proposed learning algorithm for MDTAN \cite{57} follows a computationally intensive wrapper method for both structural and parameter learning tasks by maximising the joint accuracy of a given dataset. Fortunately, the limited sizes of the dataset in question and multi-dimensional problem allowed the use of this early learning algorithm.
3. The structure MD $J/K$ has been already defined in the literature \cite{58}. However, to the best of my knowledge, it possessed no associated learning algorithm.

Because of this, a supervised filter learning algorithm for multi-dimensional $J/K$ dependences Bayesian network classifiers which uses statistical testing over mutual information measures were proposed. Its ‘filter’ nature had a favourable impact in reducing the computation time of the proposals. Another advantage of the suggested algorithm is that, by setting both $J$ and $K$ to 1, a MDTAN structure can be learnt in a shorter time than using the original algorithm.

\begin{algorithm}
\caption{My version of the EM Algorithm \cite{119}}
\begin{algorithmic}[1]
\Require A training dataset $\mathcal{D}$ with both labelled and unlabelled data and an initial model $p_{\mathcal{B}}^{(K=0)}(x, c)$ with a fixed structure and with an initial set of parameters $\Theta^{(K=0)}$.
\While{the model $p_{\mathcal{B}}^{(K)}(x, c)$ does not converge}
\State \textbf{E-STEP} Use the current model $p_{\mathcal{B}}^{(K)}(x, c)$ to estimate the probability of each configuration of class variables for each unlabelled instance.
\State \textbf{M-STEP} Learn a new model $p_{\mathcal{B}}^{(K+1)}(x, c)$ with structure and parameters $\Theta^{(K)}$, given the estimated probabilities in the E-STEP.
\EndWhile
\Ensure A Bayesian network classifier $\psi_{\mathcal{B}}$, which takes an unlabelled instance and predicts the class variables.
\end{algorithmic}
\end{algorithm}

Afterwards, I proceeded with the extension of the previous family of learning algorithms to the semi-supervised learning framework and the eventual
solution of the faced classification problem. The typical aim of the EM algorithm in the semi-supervised framework is to find the parameters of a given structure for the model $p_B(x, c)$ that maximises the likelihood of the data, using both labelled and unlabelled instances. However, in [72], it is stated that if the correct structure of the real distribution of the data is obtained, unlabelled data improve the performance of the trained Bayesian network classifier; otherwise, unlabelled data can actually degrade performance. For this reason, it seemed more appropriate to perform both structural and parametric searches in order to find the real generative model. The proposed version of the EM algorithm for multi-dimensional classification can be found in Algorithm 2. Note that this proposal is closer to the Bayesian structural EM algorithm [120] rather than the original formulation [119]. At that point, I tested my battery of proposed semi-supervised learning algorithms (EM plus the family of Bayesian network classifiers) over a set of designed artificial datasets. The experimentation, which can be found in the appendices of Chapter 4, concludes by claiming that more accurate multi-dimensional classifiers can be found using these semi-supervised learning approaches.

Finally, in order to solve the real world problem being addressed using the proposed methodologies, an exhaustive experimentation where two major hypotheses were checked, was performed:

1. The uni-dimensional counterparts of the studied multi-dimensional Bayesian network classifiers yield suboptimal solutions to this problem, i.e. the explicit use of the relationships among the class variables can be beneficial to improve the recognition rates.
2. When there is a scarcity of labelled data, multi-dimensional techniques can work effectively with huge sets of unlabelled data in order to improve the classification rates.

Then, the given semi-supervised dataset was used to learn three different (one for each class variable) uni-dimensional Bayesian network classifiers – naïve Bayes (nB), tree-augmented network classifier (TAN), and a 2-dependence Bayesian classifier (2DB) – and three sub-families of the multi-dimensional Bayesian network classifiers – MDnB, MDTAN [57], and MD2/K with $K = 2, 3, 4$. In order to compare both learning frameworks, all the structures were learnt in both scenarios. As stated in the introduction, the uni-dimensional approaches cannot be straightforwardly applied to deal with multi-dimensional problems, so, in these cases, the dataset was divided into three uni-dimensional independent datasets. Figure 2.1 shows the obtained results; whilst Figure 2.1a sums up the joint accuracy of each learning algorithm, Figures 2.1b, 2.1c, and 2.1d show the accuracies obtained in each class variable. The results confirmed both hypotheses and depicted the semi-supervised version of the MDnB as the global best solution for the given real-world problem. Probably due to the fact that, when applying rational criteria in determining the predictive features of a problem (i.e. the expert list of
2.1 Semi-supervised Learning of Multi-dimensional Classifiers  

(a) Joint accuracies on the whole problem.

(b) Accuracies on **Sentiment Polarity**.

(c) Accuracies on **Subjectivity**.

(d) Accuracies on **Will to Influence**.

Fig. 2.1: Estimated performance scores on the faced problems using both uni-dimensional (nB, TAN, 2DB) and multi-dimensional classifiers (MDnB, MDTAN, MD 1/1, MD 2/2, MD 2/3, MD 2/4) in both supervised (purple) and semi-supervised learning (green) scenarios (20 \( \times 5cv \))

14 features), the resulting features are usually probabilistically independent given the class variables \[121\].

The solution of this Sentiment Analysis application throws interesting methodological future work paths. Among them, ways to optimise the semi-supervised learning algorithms to avoid computational burden and research towards robust semi-supervised learning algorithms \[73, 74\] for multi-dimensional classifiers are key. Regarding the text classification domain, two interesting research paths remain open:

1. Affect Analysis \[118\] aims at extracting a large number of potential emotions from text \[122\], e.g. happiness, sadness, anger, hate, violence, ex-
citement, fear, etc. Some of them are not mutually exclusive and certain emotions may be correlated. Thus, multi-dimensional classification solutions, both in supervised and semi-supervised frameworks, seem to be a perfect match for this problem.

2. Here, I have proven that the same corpus can be used to identify several target variables in the same classification task. Therefore, why not use the proposed methodology to take advantage of the possible existing relationships between the class variables to improve the recognition rates in the characterisation of textual information?

2.2 A Study on Semi-supervised Learning of Multi-class Classifiers

Over the course of this research project, I noticed that the majority of the theoretical works on semi-supervised learning (see Table I of [36]) solely focused on standard binary problems. Furthermore, most of them do not straightforwardly generalise to the multi-class setting. Thus, in an attempt to overcome this limitation, here, in order to highlight the blocking issues to generalise their framework, I particularly focus on the conclusions of the key research problem proposed in [31, 66], where the fundamental limits for the probability of error of binary semi-supervised problems are drawn. Afterwards, I was able to propose new general strategies to adapt their research by, specifically, contributing with an optimal semi-supervised procedure for the whole uni-dimensional problem and using it to study the convergence of its optimal probability of error when multi-class labelled data are scarce. By doing so, fundamental limits in performance of any uni-dimensional classifier learnt in the semi-supervised scenario can be established.

Before studying this key scenario, I deal with the case of dealing with no labelled data at all. Under the assumption of having a mixture density as generative model, even with an infinite amount of unlabelled data to estimate the correct model density, \( \rho(x) \), the generative model is only identifiable up to a permutation, \( \pi \), of its single-components. In other words, I am able to determine the whole distribution of class values but there is not a single clue to the real mapping between them and the true class values of the generative model. Here, I also prove that the probability of committing a classification error, \( P_e(l, u) \), where \( l \) is the number of labelled data in the training subset and \( u \) the number of unlabelled data, when there is no labelled data coincides with that of the RAND classifier:

\[
P_e(0, u) = \frac{(K - 1)}{K}, \forall u \geq 0.
\]

(2.1)

Subsequently, I centre on the pioneering work of Castelli and Cover [31] for binary problems with \( l \) and \( u \) greater than 0. Under the assumptions
Algorithm 3 Optimal theoretical procedure for SSL binary problems [31][66]

1: **LEARNING TASK:**
   - **Stage 1** Use unlabelled set $\mathcal{U}$ to obtain $\rho(x)$ and, by identifiability, a permutation $\pi$ of its components ($\rho(x|c_{\pi(1)})$, $\rho(x|c_{\pi(2)})$, $p(c_{\pi(1)})$, and $p(c_{\pi(2)})$).
   - **Stage 2** By means of the likelihood ratio test and the labelled set $\mathcal{L}$, determine the correspondence between the real classes and the current mixture components: $\hat{\pi}(1) = 1$ and $\hat{\pi}(2) = 2$, or $\hat{\pi}(2) = 1$ and $\hat{\pi}(1) = 2$.

2: **CLASSIFICATION TASK:**
   - **Stage 3** Assign the sample $x^{(0)}$ to the class induced by the BDR using the learned model.

of (i) learning the correct model density, $\rho(x)$, using an infinite amount of unlabelled examples, (ii) having the unlabelled samples distributed according to a identifiable [123] mixture density $\rho(x) = p(c_1)p(x|c_1) + p(c_2)p(x|c_2)$, and (iii) having $p(c_1), \rho(x|c_1), p(c_2)$ and $\rho(x|c_2)$ unknown, the authors define the three-stage optimal procedure of Algorithm 3. It consists of two major parts: (1) the learning task with two stages, where a model using both $\mathcal{U}$ – Stage 1 – and $\mathcal{L}$ – Stage 2 –, and (2) the classification task or Stage 3, where the unseen instances are classified according to the previously learnt model. This optimal procedure achieves the highest lower bound of the probability of error of any semi-supervised classifier, since all the three stages are optimal. Unfortunately, this optimal procedure cannot be transferred to the multi-class scenario. Although both stage 1 and 3 can be straightforwardly used to deal with multi-class classification problems, the optimality of Stage 2 can only be guaranteed for $K = 2$ due to the fact that the likelihood ratio test is only optimal for two simple hypotheses [66].

Based on the principle of maximum likelihood to determine the real permutation, $\pi$, between the components learnt using the unlabelled records and the real class values, I propose an optimal learning strategy for Stage 2 called PCSSL (Permutation of Components in Semi-Supervised Learning). It returns, in polynomial time on the number of class values $K$, the correspondence $\pi$ with the highest likelihood function $L(\pi; \mathcal{L})$. As proved, PCSSL is optimal for the multi-class scenario. Therefore, the optimal theoretical procedure for semi-supervised learning in the multi-class framework which can be used to study the fundamental limits of the proposals in this setting is now as shown in Algorithm 4.

Additionally, since semi-supervised learning is applied to domains where labelled data are very difficult to obtain, the minimum required amount of labelled records to be used in Stage 2 of Algorithm 3 is studied. Whilst just
Algorithm 4  Optimal theoretical procedure for SSL multi-class problems

1: LEARNING TASK:
   - Stage 1 Use unlabelled set \( \mathcal{U} \) to obtain \( f(x) \) and, by identifiability, a permutation of its components \( (f_{\pi(j)}(\cdot), \eta_{\pi(j)}), j = 1, ..., K) \).
   - Stage 2 Use the labelled set \( \mathcal{L} \) to determine the correspondence between the classes and the mixture components, i.e. the permutation of the components \( \hat{\pi} \), by means of my proposal \( \text{PC}_{\text{SSL}} \):
     \[
     \hat{\pi} = \arg\max_{\pi} L(\pi; \mathcal{L}) = \arg\max_{\pi} \prod_{i=1}^{K} \prod_{(x,c) \in \mathcal{L}} p(c_i) \rho(x|c_{\pi(i)-1})
     \]

2: CLASSIFICATION TASK:
   - Stage 3 Assign the sample \( x^{(0)} \) to the class induced by the BDR using the learned model.

one labelled datum is needed in Algorithm 3 for binary problems [31], in the multi-class framework, at least \((K - 1)\) examples of different class values are required. Thus, I am required to calculate \( l_k \) as the expected minimum number of instances needed to have a labelled set with \((K - 1)\) different class values among them. The minimum value for \( l_k \) is set for balanced \( K \)-class classification problems and it is given by the following formula:

\[
l_K = \begin{cases} 
1 & \text{if } K = 2 \\
\frac{1}{K-1} \sum_{j=2}^{K-1} (-1)^j \binom{K}{j} (j-1) \times \left( \frac{K-j}{K} \right)^{(K-2)} \left( K - 1 + \frac{(K-j)}{j} \right) & \text{if } K > 2 
\end{cases}
\]

When the class probabilities differ from equiprobability, \( l_k \) exponentially increases in the variance between the probabilities as shown in the published material.

Finally, I focus on how labelled records reduce the probability of committing a classification error when having a huge amount of unlabelled records. Under the assumption of an infinite amount of unlabelled examples, in binary problems, Algorithm 3 is used to prove that labelled records exponentially reduce the probability of error \( P_e(l, \infty) \) to the Bayes error \( e_B \) [31]. Formally,

\[
P_e(l, \infty) - e_B = \exp\{-lZ + o(l)\},
\]

where \( Z = -\log \left\{ 2 \sqrt{p(c_1)p(c_2)} \int \sqrt{\rho(x|c_1)\rho(x|c_2)} \right\} \) is the Bhattacharyya distance between the densities \( \rho(x|c_1) \) and \( \rho(x|c_2) \) multiplied by a term equal to \( \log (2\sqrt{p(c_1)p(c_2)}) \). When the binary constraint is relaxed, the casuistry of when an error is committed in Algorithm 4 becomes more complex. Thus, different scenarios must be created and studied. After some algebra, I reach the conclusion that, when there is no class-overlapping among the class values
(e_B = 0), the probability of error converges to 0 exponentially fast in the sense that

\[ o \left( \left( \frac{K - 1}{K} \right)^l \right). \]  

(2.3)

However, when class-overlapping is present, the calculation of the convergence rate for \( P_e(l, \infty) \) requires extra assumptions. Under the assumption of facing balanced multi-class classification problems, i.e. all priors are equiprobable, \( \forall i, p(c_i) = 1/K \), I found that the optimal probability of error of multi-class problems may decrease to \( e_B \) exponentially fast in the number of labelled data \( l \). Formally,

\[ P_e(l, \infty) - e_B \leq 2 \exp \left\{ \frac{-l\lambda^2}{2K} \right\}, \]  

(2.4)

where \( \lambda \in (0, 1] \) depends on the degree of intersection among the components of the mixture distribution and is defined by

\[ \lambda = \frac{1}{K} \min_j \left\{ \int_{R_j} \rho(x|c_i)dx - \max_{z \neq i} \int_{R_j} \rho(x|c_z)dx \right\}. \]  

(2.5)

As seen in this upper bound, the threat of class-overlapping, discussed in Section 1.4, has a great influence in the performance of the resulting classifier.

In short, this work provides a general extension of previous key research in semi-supervised learning to the whole uni-dimensional domain and proves that, in this domain, the optimal probability of error decreases exponentially fast in the number of labelled data of the training dataset. Besides, some remarks on the impact of my proposal on the problem-solving of real-world problems are included in the manuscript – see Chapter 5 –. As future work, two interesting paths can be directly taken from the conclusions of this research. First, in this research, I assume that there are an infinite amount of unlabelled records but, which real number corresponds, in practice, to this number? Secondly, I propose sample complexities for \( l \) when I determine the minimum number of labelled data required. However, how do the complexity and dimensionality of the feature space impact on this matter?

### 2.3 A Study on the Competitiveness of Classifiers for Unbalanced Problems

Many classification problems show significant differences among the probabilities of the classes. This situation is known as the class-imbalance problem \[29, 100\] and it is widely considered to be a major obstacle to build competitive classifiers. Although a great methodological effort has been invested in
proposing adequate algorithms and competitive solutions, the machine learning literature still lacks a solid theoretical foundation regarding the class-imbalance problem [105, 107]. Therefore, this research focuses on pursuing a theoretical understanding of this scenario through a novel framework which enables the analysis on the most commonly used scores to assess the performance of classifiers. Precisely, I aim at shedding some light on the theoretical foundation of the class-imbalance problem by providing a framework capable of answering the following three key questions which should certainly have an impact on future research:

**Which performance scores are adequate to determine the competitiveness of a classifier in unbalanced uni-dimensional domains?** I seek to determine which performance scores succeed in expressing the long studied performance detriment [124, 125] resulting from learning, in a classical manner well-defined categories in moderate unbalanced scenarios. To accomplish this task, I define a novel controlled framework where the other factors hindering the performance of the classifiers can be cancelled so that the contribution of the class distribution to the performance scores can be legitimately quantified in isolation. Specifically, I focus on the numerical performance scores which can be expressed as Hölder [126] (a.k.a. power or generalised) means among the recalls of each class value [30]. Formally:

Let \(\{R_1, R_2, \ldots, R_K\}\) be the recalls obtained for a classifier, \(\{\zeta_1, \zeta_2, \ldots, \zeta_K\}\) a series of non-negative weights s.t. \(\sum_i \zeta_i = 1\) and \(p \in \mathbb{R} \cup \{+\infty, -\infty\}\) an affinely extended real number, then, a Hölder mean is a mean of the form:

\[
M_p = \left( \sum_{i=1}^{n} \zeta_i R_i^p \right)^{\frac{1}{p}}.
\]  

(2.6)

Note that all the global scores defined in Table 1.1 can be included in these means. Now, these numerical performance scores can be defined as general functions \(S_{\Phi}(\eta, \theta) : (\Psi, \eta, \theta) \mapsto \mathbb{R}\), where \(\Psi\) is the used classifier, \(\eta = \{\eta_1, \eta_2, \ldots, \eta_K\}\), where \(\eta_i = p(c_i)\) is the vector containing the class probabilities, and \(\theta\) represents the model parameters of the generative function. Consequently, under the assumption of knowing the generative model, the BDR classifier was used to define a valuable measure in my proposed controlled framework:

Let \(\Theta\) represent the space of parameters for a fixed family of distributions over the feature space for classification problems with \(K\) classes. Let \(S_B(\eta, \theta)\) be the value of a performance score, \(S\), assessing the behaviour of the BDR on a \(K\)-class classification problem, \(\gamma\), with a class distribution vector equal to \(\eta\) and parameters \(\theta \in \Theta\). Also, let \(S_B(e, \theta)\) be the value of \(S\) evaluating the BDR inferred from the balanced version of \(\gamma\). Therefore, the influence
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2 Minimising the 0-1 loss function. In this research, I assume the knowledge of the generative model so that the BDR can be used.
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\textbf{function}, \(I^S_K(\eta)\), of the \(K\)-class distribution \(\eta\) on the performance score \(S\) using the BDR (\(\Psi = B\)) as a classifier is defined as follows:

\[
I^S_K(\eta) = \int_{\Theta} [S_B(e, \theta) - S_B(\eta, \theta)]d\theta. \tag{2.7}
\]

This function possesses the virtue of isolating the impact that the class distribution has on the performance of the classifiers (here, the BDR) when measured using the performance score, \(S\); it returns the average influence of the class distribution for every possible set of parameter values. Positive values of \(I^S_K(\eta)\) denote that the performance score \(S\) obtains, on average, higher values for the BDR when it is used in a balanced scenario rather than when it is inferred from a class distribution, \(\eta\). Negative values mean the opposite; the BDR achieves, in general, worse values for \(S\) in the balanced scenario.

By exploiting prior research \cite{14, 81, 107} on the expected behaviour of the BDR when facing a skewed class distribution, the shape that an adequate performance score should have for this influence function and, eventually, discern among the adequate and inadequate scores for unbalanced domains were determined:

\textit{A performance score \(S\) is successful in being adequate to determine the competitiveness of a classifier \(\Psi\) in the class-imbalance scenario if, assuming a scenario where a classifier is inferred by directly minimising a 0-1 loss (maximising the classification accuracy),}

1. \textit{its influence function is positive for almost any} \(\eta \neq e\), \textit{and}
2. \textit{it shows a negative correlation to the minority class probability, i.e.} \(I^S_K(\eta)\) \textit{grows as the Euclidean distance between} \(\eta\) \textit{and} \(e\) \textit{gets larger.}

Figure 2.2 shows, in the binary scenario, an example of an adequate performance score whose influence function follows the previous properties (Figure 2.2a) and an example of an inadequate performance score (Figure 2.2b). Subsequently, with this study, I find evidence to support that numerical scores
are sufficient for this intricate domain and that the performance scores which are unweighted Hölder means with $p \leq 1$ (a-mean, g-mean, h-mean, and min) among the recalls are the most appropriate to evaluate the competitiveness of classifiers in unbalanced problems. In these cases, misclassifying the least probable classes is highly penalised and this penalisation is increased as the value of $p$ decreases.

**Which performance scores are maximised in the most common learning solutions designed to deal with skewed classes?** In this study, a review of the state-of-the-art is performed in order to devise what decision rules are behind the successful proposals of the literature, their competitiveness, and their inherently maximised scores. Particularly, I theoretically scrutinise data sampling \[103\] and cost-sensitive learning \[127\], which are the approaches that currently dominate the research efforts \[11\]. I conclude that most of the learning solutions proposed within those approaches are designed to asymptotically converge to the EDR. Moreover, I mathematically prove that the EDR is an optimal classifier for the unweighted Hölder mean with $p = 1$ (a-mean), and determine the advantages of the asymptotical usage of the EDR to deal with practical class-imbalance problems. However, the optimality for unweighted Hölder means with $p \neq 1$ does not hold. Afterwards, the implications of proposing approaches to solve unbalanced problems by maximising other $p \neq 1$ are discussed.

**Can bounds guaranteeing the competitiveness of a classifier be provided for certain adequate performance scores?** Yes, I finalise this research by fulfilling the necessity of the community for a standardised set of evaluation practices for proper comparisons among classifiers facing unbalanced data \[11\]. To be precise, I perform this task by providing two different practical bounds for the performance scores expressed as unweighted Hölder means among the recalls with $p \in \mathbb{R} \cup \{+\infty, -\infty\}$; a bound for the lowest value of the performance score ensuring a competitive solution for unbalanced problems and a bound for the highest value of the score indicating an incompetent solution (a classifier which is not better than the random classifier in at least one class value). Here, the conclusions are also consistent with the first study, using Hölder means with $p \leq 1$ is presumed to be adequate for determining the competitiveness of a classifier. In fact, both bounds coincide in $p = -\infty$. In Figure \[23\] the regions created using both bounds can be viewed for $p \in [-50, 50]$ in both binary and ternary problems.

The principal limitations of this theoretical research are the assumptions made: (i) the generative model is known, (ii) the concepts are well-defined, and (iii) the performance scores are restricted to numerical scores sharing the form of a Hölder mean. Thus, as future work, I strongly believe that the research lines should start by lessening those assumptions. In my humble opinion, the first step should be the use of several practical classifiers as representative classifiers rather than the BDR in a scenario where the generative is unknown.
2.4 A Measure for the Class-Imbalance Extent of Multi-class Problems

If it can be measured, it can be managed [128]. For that reason, several authors [108, 109, 111, 129] measure the class-imbalance degree of their experimental databases so that a better understanding of the unbalanced classification problems being addressed might be achieved. However, to the best of my knowledge, they use either tedious or suboptimal measures when the binary class constraint is relaxed in the uni-dimensional classification framework. Therefore, the last of the presented contributions is devoted to properly measuring the problematic class-imbalance extent in both binary and multi-class uni-dimensional problems.

To characterise the class-imbalance extent of a classification problem, practitioners purposely use the distribution of class values available in the training set, \( \hat{p}(c) \), as an estimation of the real class skewness of the generative model, \( p(c) \). For the sake of clarity, since all the summaries can be used independently of the knowledge of the generative model, in this section, I also use \( \eta = (\eta_1, \eta_2, \ldots, \eta_K) \), but denote indistinctly \( p(c) \) and \( \hat{p}(c) \).

Here, the most straightforward measures are either writing down the empirical class distribution [109] or to directly transcribing the occurrences of all class values of the dataset [111]. Although they are very informative for showing the degree of skewness at a glance, these measures become tedious when \( K \) gets large. Thus, authors usually opt to calculate a summary of the empiri-
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3 In terms of correlation with the performance detriment produced by the class-imbalance situation.
cal class distribution which is called imbalance-ratio (IR) \(^4\). It is calculated dividing the maximum statistic, \(\eta_i\), by the minimum,

\[
IR(\eta) = \frac{\max_i \eta_i}{\min_j \eta_j}.
\]  

\((2.8)\)

\(IR : \eta \mapsto \mathbb{R}\) is an injective function and, thus, an appropriate summary of the class-imbalance extent for binary problems. However, when \(K\) outnumbers 2, the injection is lost – as shown in the toy problem presented in \(^3\). There, diverse problems with different class-imbalance extents, indicating different complexities, share the same imbalance ratio. This may imply that IR, in the multi-class setting, is not correlated with the hindrance produced by skewed class distributions. So, in order to bridge this gap, I propose imbalance-degree (ID) as a new summary which is capable of properly shortening class distribution of both binary and multi-class classification problems into a single value. Formally, the ID of a class distribution, \(\eta\), is given by

\[
ID(\eta) = \frac{d_\Delta(\eta, e)}{d_\Delta(\iota_m, e)} + (m - 1),
\]  

\((2.9)\)

where \(m\) is the number of minority classes, \(d_\Delta\) is the chosen distance/similarity function to instantiate ID, \(e\) is a balanced multi-class distribution with \(K\)-class values, and \(\iota_m\) is the distribution showing exactly \(m\) minority classes with the highest distance to \(e\). The proposed distance/dissimilarity summary has the following interesting properties:

1. By means of a single real value in the range \([0, K]\), it not only summarises the class distribution of a given problem, but also inherently expresses the number of majority and minority classes.

2. Depending on the requirements of the experimental setup and the degree of sensitivity sought, this measure can be instantiated with any common distance/dissimilarity function. In this research, I test, from the metrics in the vector space \(^1\): Manhattan, Euclidean (EU) and Chebyshev (CH) distances, and, from measures for probability distributions, the following \(f\)-divergences \(^2\): Kullback-Leibler (KL) divergence \(^3\), Hellinger (HE) and total variation (TV) distances \(^4\), and \(\chi^2\)-divergence (CS) \(^5\).

3. A unique mapping between the multi-class distributions and the numerical value of imbalance-degree is ensured for problems showing different numbers of majority and minority classes. Therefore, diverse problems cannot share a common numerical value as happens with imbalance-ratio.

Although the previous properties highlight an advantage of ID over IR, some experimentation is required in order to determine which summary is more appropriate to evidence the hindrance that skewed multi-class distributions cause in the learning processes. By means of the supervised learning
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Fig. 2.4: Pearson correlation ranking between the performance of the supervised learning paradigms (see Section 1.2.2) on the studied datasets and the summaries, $\alpha = 0.05$. The dissimilarity functions used to instantiate $ID_\Delta$ are specified in the subscript $\Delta = \{EU,CH,KL,HE,TV,CS\}$.

paradigms introduced in Section 1.2 I estimate their performances in a key database composed of 15 unbalanced datasets. Then, by just calculating the correlation between each summary and the resulting performances scores, the appropriateness of either ID or IR can be easily checked. The experimental results clearly indicate ID as a proper summary choice and IR as a suboptimal measure for multi-class problems; IR shows the worst Pearson correlations and significant differences (see Figure 2.4 where the ranking among the summaries is shown) are found between IR and ID. Finally, the experimentation was concluded by arguing that instantiating ID using either Hellinger or total variation distances produces significant robust summaries of the class-imbalance extent.

This contribution may be extended in several ways, being the most direct to perform a more exhaustive analysis over a larger number of distance/similarity functions, over a larger set of unbalanced problems or, even, introducing other measures for the other hindering aspects presented in Section 1.4 which may harm the performance of the trained classifiers.
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General Conclusions, Future Work, and Published Material

In this chapter, both general conclusions of this PhD work and potential future paths to extend the contributions are presented. Furthermore, the publications arising from this dissertation and included in Part II are also listed.

3.1 Conclusions

Real-world problems are complex and challenging. They can come in all sizes, shapes and varieties. However, when researching challenging situations on classification, the theoretical and methodological efforts of the literature tend to be biased towards simple classification schemas such as uni-dimensional binary problems. Instead of simplifying the statements of real-world problems so that the literature may be directly applied, this PhD dissertation opts to relax the common assumption of simple classification tasks. This enables me to push the existing classification schema boundaries further and to be able to directly apply the philosophy of taking on the real-world classification problems as they come. Specifically, here, I focus on generalising, from both theoretical and methodological point of view, two current distinguished and defying situations called the semi-supervised learning paradigm and the class-imbalance problem.

Semi-supervised learning is concerned with using unlabelled examples in the learning task so that the performance of supervised learning methods that only use a limited labelled set to train the model can be improved. Nowadays, this technique is still a subject undergoing intense study due to the fact that, in some applications, gathering labels for the training dataset is relatively expensive or time-consuming compared to the cost of obtaining unlabelled examples. Unfortunately, hardly any theoretical or methodological solution of the literature assumes classification schemes beyond uni-dimensional binary problems. Thus, in this dissertation, I devote a

\[1\] examples for which the features are known but not their corresponding categories
large research period to studying the semi-supervised learning paradigm but applied to more complex classification scenarios such as multi-class and multi-dimensional classification problems. The achieved contributions in that time span are listed as follows:

1. An EM algorithm \cite{119} based semi-supervised approach capable of dealing with multiple class variables. This methodology enabled the extension of the semi-supervised learning framework to the whole multi-dimensional classification spectrum \cite{57}.

2. It is shown that, as happens in uni-dimensional classification \cite{72}, when using the generative structure to train a multi-dimensional classifier in a semi-supervised manner, the unlabelled data always helps. When there is a mismatch between the generative and the assumed structures, performance degradation of the trained classifier occurs.

3. A competent solution for a real-world multi-dimensional classification problem in the context of Sentiment Analysis \cite{112} by means of the previous methodological advances. Specifically, a classifier capable of characterising the comments of the customers of several Spanish companies through three different, but related, dimensions was engineered. The sentiment of the users towards the product, the subjectivity of their online post, and their will to influence on other customers was extracted.

4. It is also proven that the probability of committing a classification error using a training dataset with no labelled data and any affinely extended real number of unlabelled data coincides with that of using the RAND classifier.

5. An optimal theoretical procedure for semi-supervised learning in the multi-class framework which allows the study of the fundamental limits of the methodological proposals in this setting. It is a generalisation of the pioneering optimal procedure for binary problems proposed in \cite{31}.

6. Theoretically, the minimum number of labelled examples required to train a multi-class classifier in a semi-supervised framework was also investigated.

7. It is proven, by means of the proposed optimal procedure, that the optimal probability of error in the semi-supervised framework might decrease to the Bayes error exponentially fast, but no faster, and that the class-overlapping \cite{95, 106} had a direct influence on this convergence.

The second scenario, the class-imbalance problem \cite{20, 100} arises from the class probability distribution, \( p(c) \), of the generative model and it is able to compromise the performance of the majority part of standard learning algorithms \cite{11}. Traditional learning algorithms assume a 0-1 loss function and, thus, they expect balanced class distribution or equal misclassification costs. So, when they are presented with complex training datasets sampled from skewed class distributions, these algorithms fail to properly learn the characteristics of the generative model and resultantly provide dummy classifiers always classifying incoming data as the most probable values \cite{107}. Nowa-
days, it is a hot topic in the literature \cite{89} and it is the subject of many papers, workshops, special sessions, and dissertations. Unsuitably, the class-imbalance literature is highly biased towards binary classification problems. Thus, in this dissertation, I theoretically and methodological contribute to that literature but assuming the whole uni-dimensional classification spectrum (binary + multi-class). Precisely, the presented contributions regarding the class-imbalance problem in this PhD work are the following:

1. A novel controlled theoretical framework where the other interdependent factors (see Section \ref{sec:related}) threatening the performance of the trained classifier can be marginalised. By doing so, the contribution of the class distribution to the detriment of the performance of the classifier can be legitimately quantified in isolation.

2. Under the assumption of knowing the generative model, the BDR was used to define, in the suggested controlled framework, a valuable measure for the influence of the class-distribution in the score to assess the performance of a classifier.

3. Evidence to support that numerical scores are sufficient to adequately assess problems suffering from class skewness was found during this research project. Previous work \cite{11} argued the opposite.

4. It is claimed that the performance scores which are unweighted Hölder means \cite{120} with $p \leq 1$ (a-mean, g-mean, h-mean, etc.) among the recalls are the most appropriate to evaluate the competitiveness of classifiers in unbalanced problems.

5. I discovered that most of the learning solutions proposed in the literature under the approaches of data sampling \cite{109} and cost-sensitive learning \cite{110} were designed to asymptotically converge to the EDR.

6. The EDR is an optimal classifier for the unweighted Hölder mean with $p = 1$ (a-mean) as proven in this research work.

7. The necessity in the literature for a standardised set of evaluation practices for proper comparisons among classifiers facing unbalanced data \cite{41} was fulfilled. This was achieved by providing two practical bounds for common performance scores ensuring both competent and incompetent classifiers.

8. A new summary of any binary and multi-class class distribution, which is capable of properly measuring the class-imbalance extent and which highly correlates with the detriment produced by class skewness, was proposed.

Finally, there is a contribution of this dissertation that, although it was key in the designed multi-dimensional semi-supervised methodological proposal, cannot be added to either of the previous lists. I also contributed to the supervised learning scenario by completing the family of multi-dimensional Bayesian network induction algorithms \cite{57}. Specifically, I proposed a computational efficient supervised filter algorithm for MD \textit{J/K} \cite{58} networks which makes use of statistical testing over mutual information measures. Furthermore, this algorithm can also learn MDTAN structures in a much shorter time than using the original learning algorithm proposed in \cite{57}.
3.2 Future Work

The potential future extensions of this PhD work are briefly discussed in the following paragraphs.

In this dissertation, a particular real-world problem was solved by proposing a methodology which generalises the **semi-supervised learning framework** to the fresh multi-dimensional classification framework. Since it was an early exploration of this classification schema, there is, undoubtedly, a lot of work to be done here.

- Firstly, the collection of multi-dimensional classifiers is limited. To the best of my knowledge, there are still no learning algorithms capable of dealing with ordinal features without nominalising them. A variety of these classifiers could significantly enrich the literature. Furthermore, I would like to point out the necessity of proposing computational efficient learning algorithms not only to ensure the scalability in the number of features and class variables, but also to fight the computational burden of semi-supervised learning techniques such as EM algorithm based solutions.

- Secondly, different and diverse performance scores for multi-dimensional classification problems are required. When facing a new real-world uni-dimensional problem, there is always a positive probability of encountering at least one of the threats described in Section 1.4. When dealing with multi-dimensional problem, just based on the number of class variables, the probability of facing a threat is greater. Therefore, just having only a couple of subjective performance scores to assess a multi-dimensional classifier seems to be a crucial limitation in this field. Consequently, I strongly believe that it is imperative to perform an exhaustive analysis on which uni-dimensional performance scores are adequate for being generalised to the multi-dimensional setting.

- Thirdly, in situations where labelled data are costly, the proposed methodology can be extended to deal with unlabelled records for which not all labels are missing.

- Fourthly, as advanced in the introduction, the natural evolution of the semi-supervised field (Section 1.2.3) can be used in the multi-dimensional framework. In this path, the foundation stone was laid with the described methodological proposal. Consequently, learning algorithms leveraging the unlabelled data by introducing some assumptions linking the features and the class values might be proposed in the literature.

In the literature review of the theoretical studies on semi-supervised learning, I was only able to find one study dealing with the multi-class setting. However, it follows a different path than mine. Thus, instead of taking one giant leap by assuming the whole classification schema, I limited my theoretical scope to the uni-dimensional spectrum in order to settle this spectrum in the literature. I still believe that taking such an assumption is burdensome,
so my suggested future research lines focus on populating the literature with valuable answers to theoretical semi-supervised questions in the multi-class scenario. Specifically, the following three different issues are key:

- Is there any number beyond which any extra additions of unlabelled data does not decrease the probability of error?
- In this dissertation, \( l_k \) was calculated as the expected minimum number of labelled data required in semi-supervised learning for uni-dimensional domains assuming that the complexity and dimensionality of the feature space do not affect its calculation. What happens if this assumption is relaxed?
- The published proposals follow a correct model assumption to study the optimal probability of error. When this assumption does not hold, how does the optimal probability of error varies in the number of labelled data, \( l \)? Does it still exponentially decrease in \( l \)?
- Finally, how do skewed class distributions affect the semi-supervised learning techniques? The optimal procedure for binary problems proposed in [31] can easily be modified to be optimal for the a-mean by just removing the priors in Stage 2 and by using the EDR in Stage 3. Thus, can the proposed theoretical work in the multi-class framework also be easily adapted to study the intricate class-imbalance problem in the semi-supervised framework?

Similarly to the semi-supervised learning framework, there was a lack of supporting works in the class-imbalance literature. This absence also prevented me from directly assuming a multi-dimensional framework. Thus, concerning the uni-dimensional framework, there are a few paths to directly extend the introduced work:

- Theoretically, the utilised novel framework to study the implication of the class-imbalance to the performance of the trained classifier can be easily complemented with several other classifiers rather than the BDR, other literature methodologies to deal with class skewness can be analysed and more performance scores can be tested.
- Methodologically, a more exhaustive analysis of the summaries for the class distributions of multi-class problems can also be proposed. A large number of distance/dissimilarity functions over a larger set of problems, or, even introducing other measures for the rest of threats which harm the performance of the classifiers can be used.

It is important to remark that, in this case, I believe that the generalisation of both works to the multi-dimensional scenario is approachable and beneficial to the literature.

- It can be easily seen that the theoretical framework proposed to study the implication of the class distribution on the performance of the trained
classifier is directly generalisable using the global notation of this introductory part to the PhD dissertation. However, as happened in multi-class with the multi-minority and multi-majority cases, new and different class-imbalance scenarios will appear; an underrepresented nominal vector of class variables is a totally different class-imbalance case than having underrepresented class values for a given class variable. Moreover, the dependences between the class-variables will have an impact on this intricate threat. Having solved these adversities, the actual problem in this extension lies in the above mentioned limited amount of diverse performance scores in the multi-dimensional framework. Thus, here, I also highlight the necessity of an exhaustive study on the performance scores.

- Secondly, measuring the class-imbalance extent of multi-dimensional real-world problems also seems an upcoming step to take. Sadly, the introduced measure does not generalise to multiple class variables due to the fact that, first, it is necessary to establish which class distribution represents the balance scenario in multi-dimensional problems. Fortunately, the feasibility of this future work has been ensured in the literature. Charte et al. [137] propose a generalisation of the imbalance-ratio to measure the class-imbalance extent of multi-class classification problems.

3.3 List of Publications

As a result of this research project, several articles have been published in JCR indexed journals. In this section, the articles selected to be included in Part II of this dissertation and their associated references are introduced.

Chapter 4 Approaching Sentiment Analysis by Using Semi-supervised Learning of Multi-dimensional Classifiers

- This article, cited more than 70 times, includes the contributions described in Section 2.1 of Part I. There, in order to solve a real-world problem related to the Sentiment Analysis domain, I not only propose the use of multi-dimensional classification for Sentiment Analysis domains, but also I contribute with a methodological extension of the multi-dimensional classification framework to the semi-supervised domain. Experimental results in this real-world problem show the potential benefits of the proposed semi-supervised multi-dimensional approach in Sentiment Analysis approaches. This work is published in Neurocomputing (Q2, Impact Factor: 1.632) as:

Note: this work was published as a main paper and a separate supplementary file containing an extra set of experiments. Inside Chapter 4, both documents are included. Moreover, preliminary versions can be found published in a national conference [138] and as an internal report [139].

Chapter 5: Semi-supervised Multi-class Classification Problems with Scarcity of Labelled Data: A Theoretical Study

- The contribution described in Section 2.2 of Part I is encompassed in a manuscript published in a Q1 journal (Impact Factor: 6.018) named *IEEE Transactions on Neural Networks and Learning Systems*. It theoretically investigates, under a set of assumptions, the optimal procedure to solve multi-class classification problems in the semi-supervised setting, its associated probability of error and the minimum number of labelled data required to perform such a task. Moreover, the potential practical impact of the introduced proposals and the open challenges in semi-supervised learning are also discussed. This theoretical research can be found published as:


  Note: Chapter 5 includes both the main paper and supplementary file containing mathematical proofs, artificial experiments and the source code. Both files were integrated and published as a single document in an internal report [140].

Chapter 6: Towards Competitive Classifiers for Unbalanced Multi-class Classification Problems: A Study on the Performance Scores

- This work aims at shedding some light on the theoretical foundation of the class-imbalance problem by addressing the three key questions exposed in Section 2.3 of Part I (i) which performance scores are adequate to determine the competitiveness of a classifier in unbalanced domains? (ii) Which performance scores are maximised in the most common learning solutions designed to deal with skewed class distributions? (iii) Can bounds guaranteeing the competitiveness of a classifier be provided for certain adequate performance scores? This work is, at the present, under revision in *Machine Learning*, a prestigious JCR indexed journal in the second quartile with an impact factor of 1.855.


Note: A preliminary version of this research can also be consulted in the public repository of electronic preprint arXiv [30], where it was published with reference arXiv:1608.08984.

Chapter 7 Measuring the Class-imbalance Extent of Multi-class Problems

- This manuscript is published in Pattern Recognition Letters, a Q2 journal with an impact factor of 1.952. It criticises the broad use of the imbalance-ratio to measure the imbalance extent of all kinds of unbalanced problems. Although it is an informative measure for binary problems, I prove that it is not adequate for the whole classification spectrum since it is incapable of completely and honestly describing disparity among the frequencies of more than two classes in the multi-class scenario. In order to overcome this drawback, a novel, normalised and sensitive measure for the class-imbalance extent, able to deal with both binary and multi-class classification problems, was proposed. This work presents the contribution described in Section 2.4 of Part I and it can be found in:


Note: BIRD, the Institutional Repository Data of the Basque Centre for Applied Mathematics, holds a technical report [141] version of this research.
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A B S T R A C T
Sentiment Analysis is defined as the computational study of opinions, sentiments and emotions expressed in text. Within this broad field, most of the work has been focused on either Sentiment Polarity classification, where a text is classified as having positive or negative sentiment, or Subjectivity classification, in which a text is classified as being subjective or objective. However, in this paper, we consider instead a real-world problem in which the attitude of the author is characterised by three different (but related) target variables: Subjectivity, Sentiment Polarity, Will to Influence, unlike the two previously stated problems, where there is only a single variable to be predicted. For that reason, the (uni-dimensional) common approaches used in this area yield to suboptimal solutions to this problem. Somewhat similar happens with multi-label learning techniques which cannot directly tackle this problem. In order to bridge this gap, we propose, for the first time, the use of the novel multi-dimensional classification paradigm in the Sentiment Analysis domain. This methodology is able to join the different target variables in the same classification task so as to take advantage of the potential statistical relations between them. In addition, and in order to take advantage of the huge amount of unlabelled information available nowadays in this context, we propose the extension of the multi-dimensional classification framework to the semi-supervised domain. Experimental results for this problem show that our semi-supervised multi-dimensional approach outperforms the most common Sentiment Analysis approaches, concluding that our approach is beneficial to improve the recognition rates for this problem, and in extension, could be considered to solve future Sentiment Analysis problems.

1. Introduction

Sentiment Analysis (SA), which is also known as Opinion Mining, is a broad area defined as the computational study of opinions, sentiments and emotions expressed in text [33]. It mainly originated to meet the need for organisations to automatically find the opinions or sentiments of the general public about their products and services, as expressed on the Internet. A fundamental methodology in many current SA applications and problems is the well-known pattern recognition field called classification [6].

Most of the work within this field has focused on the Sentiment Polarity classification, i.e. determining if an opinionated text has positive or negative sentiment [38]. However, motivated by different real-world problems and applications, researchers have considered a wide range of closely related problems over a variety of different types of corpora [37]. As an example of these problems, we can find the following: Subjectivity classification, which consists of determining if a text is subjective or objective [41], Authorship identification, which deals with the problem of identifying the author of a given text [2] or Affect Analysis, which recognises emotions in a text [1].

In an analogous fashion, a real-world application within this field has recently been tackled in Socialware®,¹ one of the most relevant companies in mobilised opinion analysis in Europe. The main goal of this application is to determine the attitude of the customers that write a post about a particular topic in a specific forum. The characterisation of these costumers is performed in this problem

¹ http://www.asomo.net/indexE.jsp
by measuring three different dimensions: the sentiment, the subjectivity and the potential influence of each post in the forum.

By just relying on the previous work done in the SA domain, we can approach this problem by dividing it into three different subproblems (one per each dimension to be classified) and tackle them separately, i.e. study them in isolation by learning different classifiers to predict the value of each target variable as if they were independent.

However, some of the individual approaches explored in the literature for each subproblem could be adapted to the others. Moreover, a large number of papers [35,56] proposed approaches for the problems of Sentiment Polarity classification and Subjectivity classification, and sometimes by even using the same corpus. This could indicate a certain degree of correlation between these subproblems, and consequently between their target variables, as noticed in [37]. Nevertheless, this relation has never been directly demonstrated due to the fact that, to the best of our knowledge, no technique capable of dealing with several target variables has ever been used to embrace SA problems. In spite of that, it is relatively easy to notice the relation that exists between the sentiment and subjectivity (a neutral review probably indicates objectivity). So, why not learn a single classifier to classify the three dimensions simultaneously so as to make use of the statistical similarities between them? Finding a more predictive classifier by means of this thought would demonstrate that there is an actual relationship between these target variables. Also, in extension to the SA domain, why not join some previously cited problems in the same classification task in order to find more accurate multi-dimensional classifiers that take advantage of their closeness?

In order to embody this perception, we propose the use of the recently proposed multi-dimensional Bayesian network classification framework [53] to deal with multiple class classification problems in the context of SA by solving a real-world application. This methodology performs a simultaneous classification by exploiting the relationships between the class variables to be predicted. Note that, under this framework, several target variables could be taken into account to enrich the SA problem and create market intelligence.

Most papers have already addressed the SA task by building classifiers that exclusively rely on labelled examples [33]. However, in practice, obtaining enough labelled examples for a classifier may be costly and time consuming, an annotator has to read loads of text to create a reliable corpus. And this problem is accentuated when using multiple target variables. So, why not make use of the huge amount of unlabelled data available on the Internet to improve our solutions? Thus, the scarcity of labelled data also motivates us to deal with unlabelled examples in a semi-supervised framework when working with the exposed multi-dimensional view.

Motivated by the aforementioned comments, the following contributions are presented in this paper:

1. A novel and competitive methodology to solve the exposed real-world SA application.
2. An innovative perspective to manage the SA domain by dealing with several related problems in the same classification task.
3. The use of multi-dimensional class Bayesian network classifiers as supervised methodology to solve these multi-dimensional problems. This demonstrates that there is an actual correlation between sentiment and subjectivity as previously observed in several SA researches [35,37,56].
5. The extension of multi-dimensional classification to the semi-supervised framework by proposing a set of semi-supervised learning algorithms. This demonstrates that more predictive models can be found by making use of the unlabelled examples.

The rest of the paper is organised as follows. Section 2 describes the real multi-dimensional problem extracted from the SA domain which is solved in this paper, reviews the work related to SA and its problems, and motivates the use of multi-dimensional approaches in this context. The multi-dimensional supervised classification paradigm is defined in Section 3. Section 4 describes the multi-dimensional class Bayesian network classifiers. A group of algorithms to learn different types of multi-dimensional Bayesian classifiers in a supervised framework is introduced in Section 5. Section 6 not only introduces the idea of semi-supervised learning into the multi-dimensional classification, but also extends the supervised algorithms presented in Section 5 to the semi-supervised framework. Section 7 shows the experimental results of applying the proposed multi-dimensional classification algorithms using different feature sets to the real problem stated in Section 3. Finally, Section 8 sums up the paper with some conclusions and future work recommendations.

2. Problem statement and state-of-the-art review

2.1. The Sentiment Analysis domain

The concept of SA, motivated by different real-world applications and business-intelligence requirements, has recently been interpreted more broadly to include many different types of analysis of text, such as the treatment of opinion, sentiment or subjectivity [37].

Within this broad field, the most known problem is referred to as Sentiment Polarity classification, in which the problem of classifying documents by their overall sentiment is considered, i.e. determining whether a review is positive or negative [38]. Several papers have expanded this original goal by, for instance, adding a neutral sentiment [56] or considering a multi-point scale [48] (e.g. one to five stars for a review) or using sentences or phrases instead of reviews as input of the sentiment classifier [56].

Work in Sentiment Polarity classification often assumes the incoming documents to be opinionated [37]. For many applications, though, we may need to decide whether a given document contains subjective information or not. This is referred to as Subjectivity classification and has gained considerable attention in the research community [41,42,54]. Due to its ability to distinguish subjective texts from the factual ones, it is also of great importance in SA. There are works in which a subjectivity classifier is used to filter the objective documents from a dataset before applying a sentiment classifier [56,35]. There are even works in which the need to predict both the Sentiment Polarity and the Subjectivity has been noticed [21]. As stated in [37], “the problem of distinguishing subjective versus objective instances has often proved to be more difficult than subsequent polarity classification, so improvements in subjectivity classification promise to positively impact sentiment classification”. From this quotation we can infer that Sentiment Polarity classification depends on Subjectivity classification and that there is a need to improve the methodologies used in Subjectivity classification.

Other closely related problems can be found in the SA domain: the set of problems called Viewpoints and Perspectives [37] which includes problems such as classifying political texts as liberal or conservative or placing texts along an ideological scale. Authorship identification deals with the problem of identifying the author of a given text [2]. Affection Analysis consists of extracting different types of emotions or affects from texts [1]. Sarcasm Recognition deals with the SA hard-nut problem of recognising sarcastic sentences [52]. More problems and applications are discussed in [37].
2.2. The ASOMO problem: a multi-dimensional perspective of SA

In this paper, we deal with a recent real-world problem studied in Socialware®. This problem is extracted from its ASOMO service of mobilised opinion analysis and it has an underlying multi-dimensional nature that can be viewed as an augmentation of the classical problems of Sentiment Polarity classification and Subjectivity classification.

The main goal of this application is to determine the attitude of a customer when he writes a post about a particular topic in a specific forum through three different dimensions: Sentiment Polarity and Subjectivity (as widely used in the SA domain), and a third one called Will to Influence, which is frequently used in the framework of ASOMO. The latter is defined as the dimension that rates the desire of the opinion holder to cause a certain reaction in the potential readers of the text. While some people leave a post on a forum to tell of their experience, others seek to provoke a certain kind of reaction in the readers. In our application, this class variable has four possible values: none (declarative text), question (soft Will to Influence), complaint/recommendation (medium Will to Influence) and appellation (strong Will to Influence). We use two example cases in order to introduce the ASOMO problem:

- A customer who has bought an iPhone does not know how to set up 3G on the phone, so he writes on a forum: “How can I configure 3G on my iPhone?”.
- Another customer is upset with the iPhone battery lifetime and writes in the same forum: “If you want long battery life, then don’t buy an iPhone”.

The attitude of both customers is very different. The first one has a doubt and writes to obtain a solution to his problem (neutral sentiment, objective and soft Will to Influence) while the second writes so as not to recommend the iPhone (negative sentiment, subjective and strong Will to Influence). Fig. 1 shows one possible view of this problem and how we can translate the attitude of the author in three different class variables that are strongly correlated.

As previously mentioned, Will to Influence has four possible values: declarative text, soft, medium and strong will to influence. Sentiment Polarity, in this dataset, has five different labels as occurs in the 1–5 star ratings. In addition to the three classic values (positive, neutral and negative), it has the values “very negative” and “very positive”. Note that in using this approach, the label “neutral” in Sentiment Polarity is ambiguous, as happens in the SA literature [37]. So, it can be used as a label for the objective text (no opinion) or as a label for the sentiment that lies between positive and negative. As usual, Subjectivity has two values: objective and subjective. Fig. 2 shows not only the label distribution in the dataset for each different class variable (the three bar diagrams on the left), but also the joint label distribution of these three class variables over the labelled subset of the ASOMO dataset (the table on the right). Note that there are configurations of the joint label distribution that are equal to zero, this is because there are configurations of the class variables which are not possible, e.g. (strong Will to Influence, negative sentiment and objective).

2.2.1. The ASOMO SA dataset

In order to deal with the previous problem, the ASOMO dataset was collected by Socialware®. This corpus was extracted from a single online discussion forum in which different customers of a specific company had left their comments, doubts and views about a single product. The forum consists of 2542 posts written in Spanish, with an average of 94 ± 74 words per post. One hundred and fifty of these documents have been manually labelled by an expert in Socialware® according to the exposed three different dimensions and 2392 are left as unlabelled instances.

As a result of the extensive work carried out by Socialware®, on manually dealing with the ASOMO problem in the recent past, high levels of experience and understanding of determining the major factors that characterise the attitude of the customers have been gained. These factors are the following: (1) the implication of the author with the other customers in the forum, (2) the position of authority of the customer, and (3) the subjective language used in the text.

These broad factors have been helpful in detecting a list of 14 morphological features which characterise each analysed document. In order to engineer this list of features, each document is preprocessed using an open source morphological analyser [3,8]. Firstly, spelling in the entire corpus is checked. Then, the analyser provides information related to the part-of-the-speech (PoS) tagging [38]. Once the preprocessing task is performed, determining the values of the features is carried out by just looking for specific patterns in the corpus. In the following paragraphs, a detailed introduction of each factor is given, as well as a description of the features used in each factor.

The implication of the author: This factor covers the features that are related with the interaction between the author and the other customers in the forum. It consists of six different features that are described in Table 1. For each feature, we show its description and an example (with its translation into English) of the type of pattern that matches with the feature.

The position of authority of the opinion holder is mainly characterised by the purpose of the written post and it is related to the potential influence on the readers of the forum. The author

---

**Fig. 1.** The vision of Socialware® of the problem of determining the attitude of the writers in a forum.
could express advice, disapproval with a specific product, predictions, etc. Table 2 shows the six features that are part of this major factor. Subjective language deals with the opinion of the author. In order to determine this factor, we consider only the adjective detected with the PoS recogniser, as commonly carried out in the state-of-the-art literature [27]. Then, the adjectives are classified in polarity terms by means of a hand-annotated sentiment-lexicon. As a result of this task, we obtain two features: Positive Adjectives and Negative Adjectives, which are the number of positive and negative adjectives, respectively, in the text.

Table 1
Subset of features related to the implication of the author with other customers.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Example</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First persons</strong></td>
<td>Number of verbs in the first person</td>
<td>Contrate...</td>
<td>I hired...</td>
</tr>
<tr>
<td><strong>Second persons</strong></td>
<td>Number of verbs in the second person</td>
<td>Tienes...</td>
<td>You have...</td>
</tr>
<tr>
<td><strong>Third persons</strong></td>
<td>Number of verbs in the third person</td>
<td>Sabe...</td>
<td>He knows...</td>
</tr>
<tr>
<td><strong>Relational forms</strong></td>
<td>Number of phatic expressions, i.e. expressions whose only function is to perform a social task</td>
<td>(1) Hola</td>
<td>(1) Hello</td>
</tr>
<tr>
<td><strong>Agreement expressions</strong></td>
<td>Number of expressions that show agreement or disagreement</td>
<td>(1) Estoy de acuerdo contigo</td>
<td>(1) I agree with you</td>
</tr>
<tr>
<td><strong>Request</strong></td>
<td>Number of sentences that express a certain degree of request</td>
<td>(1) Me gustaría saber…</td>
<td>(1) I’d like to know…</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2) Alguien podría…</td>
<td>(2) I would appreciate it if someone could…</td>
</tr>
</tbody>
</table>

Fig. 2. Distribution of the labels of the three class variables over the labelled subset. The marginal distributions of Will to Influence, Sentiment Polarity and Subjectivity are represented as bar diagrams (left) and the joint distribution is represented in a table (right).
The 14 features (the ASOMO features) are normalised to be in the range \([0,1]\) by dividing them by the maximal observed value.

### 2.3. The need for multi-dimensional classification techniques

In order to solve the typical problems of the SA domain (those exposed in Section 2.1), there are two main types of techniques that can be distinguished: Symbolic and Machine Learning [20]. The symbolic approach uses manually crafted rules and lexicons, whereas the machine learning approach uses supervised or semi-supervised learning to construct a model from a training corpus. Due to the fact that the main proposal of this paper is to solve a real SA problem by means of a novel machine learning technique, this paper focuses on the latter. The machine learning approaches have gained interest because of (1) their capability to model many features and, in doing so, capturing context, (2) their easier adaptability to changing input, and (3) the possibility to measure the degree of uncertainty by which a classification is made [20]. Supervised methods that train from examples which have been manually classified by humans are the most popular.

Most of the work that has been carried out in tuning up these machine learning techniques (as also happens in text processing tasks) has been dedicated to addressing the problem of converting a piece of text into a feature vector (i.e. model features able to capture the context of the text) in order to improve the recognition rates. The most common approaches use the single lower case words (unigrams) as features, which in several cases reports pretty good results as in [38]. However, other common approaches can be found, such as \(n\)-grams [35] or PoS information [38]. A deeper study of such work is beyond the scope of this paper. The reader who is interested in feature engineering can consult [22], where there is an extensive body of work that addresses feature selection for machine learning approaches in general.

On the other hand, little research has been done on the induction of the classifiers. Most of the existing works learn either a naive Bayes [38,56] or a support vector machine (SVM) [2,38], i.e. uni-dimensional classifiers able to predict a single target variable. For that reason, the classification models used in the SA literature seem inappropriate to model the three-dimensional problem exposed in this paper. However, there are several possibilities to adapt these uni-dimensional classifiers to multi-dimensional classification problems, and the ASOMO problem is no exception. Unfortunately, none of these approaches captures exactly the underlying characteristics of the problem [44]:

- One approach is to develop multiple classifiers, one for each class variable. However, this approach does not capture the real characteristics of the problem, because it does not model the correlations between the different class variables and so, it does not take advantage of the information that they may provide. It treats the class variables as if they were independent. In the case of the previously exposed problem, it would be splitting it into three different uni-dimensional problems, one per each class variable.
  - Another approach consists of constructing a single artificial class variable that models all possible combinations of classes. This class variable models the Cartesian product of all the class variables. The problem of this approach arises because this compound class variable can easily end up with an excessively high cardinality. This leads to computational problems because of the high number of parameters the model has to estimate. Furthermore, the model does not reflect the real structure of the classification problem either. By means of this approach, the ASOMO problem would be redefined as a uni-dimensional problem with a 40-label class variable.

The previous approaches are clearly insufficient for the resolution of problems where class variables have high cardinalities or large degrees of correlation among them. The first approach does not reflect the multi-dimensional nature of the problem because it does not take into account any correlation among the class variables. The second approach, however, does not consider the possible conditional independencies between the classes and assumes models that are too complex. As can be seen in the experiments section, these deficiencies in capturing the real relationship between the class variables may cause a low performance, so new techniques are required to bridge the gap between the solutions offered by the learning algorithms used in the SA literature and the multi-dimensional underlying nature of the ASOMO problem.

Multi-label learning [51], which deals with problems with several labels per each instance, could also be viewed as a potential solution to this problem. However, as we show in the following section, the ASOMO problem cannot be directly tackled by the multi-label techniques. This problem is characterised for having several class variables, instead of several labels.

Within this framework, in order to yield more adequate models for problems with several target variables, multi-dimensional classification appears. It is able to use the correlations and conditional independencies between class variables in order to help in the classification task in both supervised and semi-supervised learning frameworks.

### 3. Multi-dimensional classification

In this section we present, in detail, the nature of the multi-dimensional supervised classification paradigm and how to define and evaluate a multi-dimensional classifier.
3.1. Multi-dimensional supervised classification problems

A typical (uni-dimensional) supervised classification problem consists of building a classifier from a labelled training dataset (see Table 3) in order to predict the value of a class variable \( C \) given a set of features \( X = (X_1, \ldots, X_n) \) of an unseen unlabelled instance \( \mathbf{x} = (x_1, \ldots, x_n) \).

If we suppose that \( (X, C) \) is a random vector with a joint feature-class probability distribution \( p(X, C) \) then, a classifier \( \psi \) is a function that maps a vector of features \( \mathbf{x} \) into a single class variable \( C \)

\[
\psi : \{0, \ldots, r_1-1\} \times \cdots \times \{0, \ldots, r_n-1\} \rightarrow \{0, \ldots, t-1\}
\]

where \( r_i \) and \( t_j \) are the number of possible values of each feature \( X_i \) (for \( i = 1, \ldots, n \)) and the class variable respectively.

A generalisation of this problem to the simultaneous prediction of several class variables has recently been proposed in the research community \([5, 17, 40, 43, 44, 53]\). This generalisation is known as multi-dimensional supervised classification. Its purpose is to simultaneously predict the value of each class variable in the class variable vector \( C = (C_1, \ldots, C_m) \) given the feature vector \( \mathbf{x} = (x_1, \ldots, x_n) \) of an unseen unlabelled instance. The training dataset, in this multi-dimensional framework, is expressed as shown in Table 4.

Thus, the classifier \( \psi \) becomes a function that maps a vector of features \( \mathbf{x} \) into a vector of class variables \( C \)

\[
\psi : \{0, \ldots, r_1-1\} \times \cdots \times \{0, \ldots, r_n-1\} \rightarrow \{0, \ldots, t_1-1\} \times \cdots \times \{0, \ldots, t_m-1\}
\]

where \( r_i \) and \( t_j \) are the cardinalities of each feature \( X_i \) (for \( i = 1, \ldots, n \)) and each class variable \( C_j \) (for \( j = 1, \ldots, m \)) respectively. Note that we consider all variables, both predictive features and class variables, as discrete random variables.

A classifier is learnt from a training set (see Table 4) with a classifier induction algorithm \( A(\cdot) \). Given the induction algorithm \( A(\cdot) \), which is assumed to be a deterministic function of the training set, the multi-dimensional classifier obtained from a training set \( D \) is denoted as \( \psi = A(D) \).

3.2. Related areas

In this paper we deal with multi-dimensional classification problems, and they must not be confused with other classification tasks which have similar designations, e.g. multi-class \([50\):]
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problems with a single class variable that can take more than two values, multi-task \([9\): an inductive transfer approach, where a main task is predicted with the help of the prediction of some extra tasks, or multi-label classification \([51\): where an instance can be classified with several different labels.

Note, however, that a multi-label problem can be easily modelled as a multi-dimensional classification problem where each label or category is a binary class variable whose value is one when the instance is included in that category or zero otherwise. The opposite, which is redefining multi-dimensional problems as multi-label problems, seems very unnatural and has an important drawback: current multi-label methods cannot always handle the multi-dimensional nature of this kind of problems (illustrated in Example 1). This limitation gave rise to the development of multi-dimensional techniques, which nowadays, is differentiated to multi-label learning in the machine learning research community, see for instance \([5, 44\). These concerns can be demonstrated by setting up the following simple example:

**Example 1.** Suppose we consider a multi-dimensional problem where we want to determine the sex, the colour of the eyes and hair colour given several characteristics of a person (as represented in Table 5). The problem has five discrete predictive variables and three class variables: Sex, Eyes and Hair. Sex have two possible values: male and female. Eyes have three: blue, dark and green, and Hair has four possible labels: black, blonde, brown and ginger. Note that this kind of problem is similar to our application due to the fact that both have several class variables with more than two values.

If we wanted to tackle this problem by means of a multi-label algorithm, we would have to force it to fit in the multi-label framework. The most straightforward way to transfer it is to treat each value of each class variable as one independent label, i.e. treat each value Male, Female, Blue, Dark, etc. as a different label. In order to accomplish that following conversion has to be done:

1. First, define each instance as a list of three labels (view the last column of Table 5), one per each class variable.
2. Second, deal with the main drawback that this approach has: there are several configuration of labels that are forbidden and/or senseless in the original multi-dimensional problem. For that reason, several restrictions to the multi-label technique have to be added in order to reflect the true nature of the problem. These constraints are the following:
   (a) Fix the number of labels per each instance, e.g. forbid the instances classified as \{Male\} or \{Male, Blue, Black, Ginger\}. Each instance must have just three labels.
   (b) Ensure that each instance has just one label per each class variable of the original multi-dimensional problem. We cannot classify an instance as \{Male, Female\}.

To the best of our knowledge, adapting multi-label techniques by adding several restrictions to deal with this type of problems, as stated in the previous paragraphs, has not been proposed by
the research community. Therefore, it is not possible to fit most of the multi-dimensional problems (those that have at least one class variable with more than two values) into the current multi-label framework.

In analogous fashion, the exposed ASOMO problem cannot be solved by means of a multi-label technique. It has two class variables, Will to Influence and Sentiment polarity, with four and five values, respectively. For that reason, multi-label techniques cannot be applied to the application presented in this paper.

In addition to multi-label classification, other classification tasks in pattern recognition can also naturally be modelled as a multi-dimensional classification problem [5]. For instance, structured prediction [4,16], where there are several class variables with a conditional structure among them, or hierarchical classification [19], where there is a hierarchical structure (two or more levels) among the class variables. Therefore, the multi-dimensional techniques can be applied to these subproblems as the set of multi-dimensional problems contains these well known subproblems, as shown in Fig. 3.

### 3.3. Multi-dimensional classification rule

In probabilistic classification, the induction multi-dimensional algorithm learns a probability distribution $p(x|c)$ or $p(c|x)$ from the training data and classifies a new unlabelled instance based on it. For that purpose, a classification rule must be defined.

In uni-dimensional supervised classification, the most common classification rule returns the most likely class value given the features

\[
\hat{c} = \arg \max_c \{ p(c|x_1, \ldots, x_n) \}
\]

The multi-dimensional nature of the problem allows us to develop several classification rules that would make no sense in single-class classification because they take into account multiple class variables. Nevertheless, the previous one-dimensional classification rule can be easily generalised to the prediction of more than one class variable. In this case, the multi-dimensional classifier returns the most probable combination of class variables given the features. This rule is known as joint classification rule [44]

\[
(\hat{c}_1, \ldots, \hat{c}_m) = \arg \max_{c_1, \ldots, c_m} \{ p(c_1, \ldots, c_m | x_1, \ldots, x_n) \}
\]

Although several other classification rules are proposed in [44], it is shown that the joint classification rule obtains better results.

### 3.4. Multi-dimensional classification evaluation

Once a classifier is constructed, its associated error needs to be measured. The prediction error of a single-class classifier $\psi$ is the probability of the incorrect classification of an unlabelled instance $x$ and is denoted as $\epsilon(\psi)$

\[
\epsilon(\psi) = p(\psi(x) \neq c) = E_x[\delta(c, \psi(x))]
\]

where $\delta(x,y)$ is a loss function whose results are 1 if $x \neq y$ and 0 if $x = y$.

However, in multi-dimensional classification, the correctness of a classifier can be measured in two different ways:

- **Joint evaluation**: This consists of evaluating the estimated values of all class variables simultaneously, that is, it only counts a success if all the classes are correctly predicted, and otherwise it counts an error

\[
\epsilon(\psi) = p(\psi(x) \neq C) = E_x[\delta(C, \psi(x))]
\]

This rule is the generalisation of the previous single-class evaluation measure to multi-dimensional classification.

- **Single evaluation**: After a multi-dimensional learning process, this consists of separately checking if each class is correctly classified. For example, if we classify an instance $x$ as $(c_1 = 0, c_2 = 1)$ and the real value is $(c_1 = 0, c_2 = 0)$, we count $c_1$ as a success and $c_2$ as an error. This approach provides one performance measure for each class $C_j$ (for $j = 1, \ldots, m$). The output of this evaluation is a vector $\epsilon_j$ of size $m$ with the performance function of the multi-dimensional classifier for each of the class variables

\[
\epsilon_j(\psi) = p(\psi_j(x) \neq C_j) = E_x[\delta(C_j, \psi_j(x))]
\]

where $\psi_j(x)$ is the estimation of the multi-dimensional classifier for the $j$-th class variable.

Ideally, we would like to exactly calculate the error of a classifier, but in most real world problems the feature-label probability distribution $p(x|c)$ is unknown. So, the prediction error of a classifier $\psi$ is also unknown; it cannot be computed exactly, and thus, must be estimated from data.

Several approaches to estimate the prediction error can be used. In this work, we use one of the most popular error estimation techniques: k-fold cross-validation (k-cv) [49] in its repeated version. In k-cv the dataset is divided into $k$ folds, a classifier is learnt using $k-1$ folds and an error value is calculated by testing the learnt classifier in the remaining fold. Finally, the $k$-cv estimation of the error is the average value of the errors made in each fold. The repeated $r$ times k-cv consists of estimating the error as the average of $r$ k-cv estimations with different random partitions into folds. This method considerably reduces the variance of the error estimation [45].

In multi-dimensional classification we could be interested in either learning the most accurate classifier for all class variables simultaneously (measured with a joint evaluation) or in finding the most accurate classifier for each single class variable (measured with single evaluations). In this paper, we are mainly interested in using the joint evaluation for evaluation. However, in our application to SA we also measure the performance of the algorithms with a single evaluation per each class variable in order to compare both types of evaluation and perform a deeper analysis of the results.
4. Multi-dimensional Bayesian network classifiers

In this section, multi-dimensional class Bayesian network classifiers [5,53], which are able to deal with multiple class variables to be predicted, are presented as a recent generalisation of the classical Bayesian network classifiers [32].

4.1. Bayesian network classifiers

Bayesian networks are powerful tools for knowledge representation and inference under uncertainty conditions [39]. These formalisms have been extensively used as classifiers [31] and have become a classical and well-known classification paradigm.

A Bayesian network is a pair \(\mathcal{B}=(\mathcal{S}, \Theta)\) where \(\mathcal{S}\) is a directed acyclic graph (DAG) whose vertices correspond to random variables and whose arcs represent conditional (in)dependence relations among variables, and where \(\Theta\) is a set of parameters.

A Bayesian classifier is usually represented as a Bayesian network with a particular structure. The class variable is on the top of the graph and it is the parent of all predictive variables.

In spite of the popularity of Bayesian network classifiers, few works have taken into account their generalisation to multiple class variables [5,17,43,44,53]. In multi-dimensional classification, we consider Bayesian networks over a finite set \(\mathcal{V} = \{C_1, \ldots, C_m, X_1, \ldots, X_n\}\) where each class variable \(C_i\) and each feature \(X_k\) takes a finite set of values. \(\Theta\) is formed by parameters \(\pi_{ik}\) and \(\theta_{ijk}\), where \(\pi_{ik}=p(C_i=c_k | \text{Pa}(C_i)=\text{Pa}(c_i))\) for each value \(c_k\) that can take each class variable \(C_i\) and for each value assignment \(\text{Pa}(C_i)\) to the set of the parents of \(C_i\). Similarly, \(\theta_{ijk}=p(X_k=x_{ki} | \text{Pa}(X_k)=\text{Pa}(x_{ki}))\) for each value \(x_{ki}\) that can take each feature \(X_k\) and for each value assignment \(\text{Pa}(X_k)\) to the set of the parents of \(X_k\).

Thus, the network \(\mathcal{B}\) defines a joint probability distribution \(p(C_1, \ldots, C_m, X_1, \ldots, X_n)\) which is given by

\[
p(C_1, \ldots, C_m, X_1, \ldots, X_n) = \prod_{i=1}^{m} \pi_{ik} \prod_{i=1}^{n} \theta_{ijk}
\]

4.2. Structure of multi-dimensional class Bayesian network classifiers

A multi-dimensional class Bayesian network classifier is a generalisation of the classical one-class variable Bayesian classifiers for domains with multiple class variables [53]. It models the relationships between the variables by means of directed acyclic graphs (DAG) over the class variables and over the feature variables separately, and then connects the two sets of variables by means of a bi-partite directed graph. So, the DAG structure \(S=(\mathcal{V}, \mathcal{A})\) has the set \(\mathcal{V}\) of random variables partitioned into the sets \(\mathcal{V}_C = \{C_1, \ldots, C_m\}\), \(m > 1\), of class variables and the set \(\mathcal{V}_F = \{X_1, \ldots, X_n\}\) \((n \geq 1)\) of features. Moreover, the set of arcs \(\mathcal{A}\) can be partitioned into three sets: \(\mathcal{A}_C\), \(\mathcal{A}_F\) and \(\mathcal{A}_S\) with the following properties:

- \(\mathcal{A}_C \subseteq \mathcal{V}_C \times \mathcal{V}_C\) is composed of the arcs between the class variables and the feature variables, so we can define the feature selection subgraph of \(S\) as \(S_{FS}=(\mathcal{V}, \mathcal{A}_{FS})\). This subgraph represents the selection of features that seems relevant for classification given the class variables.
- \(\mathcal{A}_C \subseteq \mathcal{V}_C \times \mathcal{V}_F\) is composed of the arcs between the class variables, so we can define the class subgraph of \(S\) induced by \(\mathcal{V}_C\) as \(S_C=(\mathcal{V}_C, \mathcal{A}_C)\).
- \(\mathcal{A}_F \subseteq \mathcal{V}_F \times \mathcal{V}_F\) is composed of the arcs between the feature variables, so we can define the feature subgraph of \(S\) induced by \(\mathcal{V}_F\) as \(S_F=(\mathcal{V}_F, \mathcal{A}_F)\).

Fig. 4 shows a multi-dimensional class Bayesian network classifier with 3 class variables and 5 features, and its partition into the three subgraphs.

Depending on the structure of the three subgraphs, the following sub-families\(^2\) of multi-dimensional class network classifiers are proposed in the state-of-the-art literature:

- **Multi-dimensional naive Bayes classifier (MDnB):** The class subgraph and the feature subgraph are empty and the feature selection subgraph is complete.
- **Multi-dimensional tree-augmented Bayesian network classifier (MDTAN):** Both the class subgraph and the feature subgraph are directed trees. It could be viewed as the multi-dimensional version of the (uni-dimensional) tree-augmented Bayesian network classifier (TAN) proposed in [24].
- **Multi-dimensional J/K dependences Bayesian classifier (MD J/K):** This structure is the multi-dimensional generalisation of the well-known K-DB [47] classifier. It allows each class variable \(C_i\) to have a maximum of \(J\) dependences with other class variables \(C_j\) and each predictive variable \(X_k\) to have, apart from the class variables, a maximum of \(K\) dependences with other predictive variables.

\(^2\) In [53,17,43], instead of multi-dimensional, the term fully is used in order to name the classifiers.
In the following section, several algorithms are provided in order to learn from a given dataset the previous sub-families of multi-dimensional Bayesian network classifiers.

5. Learning multi-dimensional Bayesian network classifiers

As in the classic Bayesian network learning task, learning a multi-dimensional class Bayesian network classifier from a training dataset consists of estimating its structure and its parameters. These two subtasks are called structure learning and parameter learning respectively. Due to the fact that each previously introduced sub-family has different restrictions in its structure, a different learning algorithm is needed for each one.

In this section, we provide algorithms for learning MDnB [53], MDTAN [53] and MD J/K classifiers from a given dataset. The MDnB and MD J/K learning algorithms use a filter approach, i.e. the learning task precedes the classification evaluation. However, as it is proposed in its original work [53], the MDTAN learning algorithm is formulated as a wrapper approach [25], i.e. it tries to find more accurate classifiers by taking advantage of the classification evaluation.

As Fig. 5 shows, in the MDnB classifier, each class variable is parent of all the features, and each feature has only all the class variables as parents. Conventionally, the class subgraph and the feature subgraphs are empty and the feature selection subgraph is complete. This classifier assumes conditional independence between each pair of features given the entire set of class variables. Due to the fact that it has no structure learning (the structure is fixed for a determined number of class variables and features), learning a MDnB classifier consists of just estimating the parameters $Y$ of the actual model by using a training dataset $D$. This is achieved by calculating the maximum likelihood estimator (MLE) [15].

Instead, a multi-dimensional Bayesian classifier consists of learning both structure and parameters. A wrapper structure learning algorithm is proposed in [53]. Its aim is to produce the MDTAN structure (see Fig. 6) that maximises the accuracy from a given dataset. This algorithm has a main part called Feature subset selection algorithm, which follows a wrapper approach [25] by performing a local search over the $A_C$ structure. In order to obtain a MDTAN structure in each iteration, it generates a set of different $A_C$ structures from a current $A_C$ and learns its class subgraph and feature subgraph by using the following sub-algorithms:

1. $A_K$ structure learning algorithm is the algorithm that learns the structure between the class variables by building a maximum weighted spanning tree [29] tree using mutual information.

After that, the accuracies of all the learnt models are computed. The iterative process continues by setting the $A_C$ of the best classifier, in terms of estimated accuracy, as current $A_C$. This algorithm belongs to the hill-climbing family of optimisation algorithms, i.e. when no improvement is achieved by generating a new set of structures, the algorithm stops.

5.1. Multi-dimensional J/K dependences Bayesian classifier

The MD J/K (see Fig. 7), which is introduced in [44], is the generalisation of the K dependence structure [47] to the multi-dimensional framework. It is able to move through the spectrum of allowable dependence in the multi-dimensional framework, from the MDnB to the full multi-dimensional Bayesian classifier. Note that from the setting $J = K = 0$, we can learn a MDnB, setting $J = K = 1$ a MDTAN structure is learned and so on. The full multi-dimensional Bayesian classifier, which is the classifier that has the three complete subgraphs, can be learnt by setting $J = (m-1)$ and $K = (n-1)$, where $m$ and $n$ are the number of class variables and predictive features respectively.

Although the MD J/K structure has been proposed in the state-of-the-art literature, to the best of our knowledge, a specific MD J/K learning algorithm for the multi-dimensional framework has not been defined by the research community. To bridge this gap, in this paper, we propose a filter algorithm in a supervised learning framework capable of learning this type of structure (see Algorithm 1).

In this algorithm, we do not directly use the mutual information as measured in the previous MDTAN learning algorithm [53]. This is due to the fact that the mutual information is not normalised when the cardinalities of the variables are different, so we use an independence test to determine if a dependence between two variables is strong enough to be part of the model: It
is known [30] that $2N\hat{I}(X_i, X_j)$ asymptotically follows a $\chi^2$ distribution with $(r_i - 1)(r_j - 1)$ degrees of freedom, where $N$ is the number of cases, if $X_i$ and $X_j$ are independent, i.e. $\lim_{N \to \infty} 2N\hat{I}(X_i, X_j) \to \chi^2_{(r_i - 1)(r_j - 1)}$.

Algorithm 1. A MD $J/K$ structure learning algorithm using a filter approach.

1. **Learn the $A_C$ structure**
   1. Calculate the $p$-value using the independence test for each pair of class variables, and rank them.
   2. Remove the $p$-value higher than the threshold $(1 - s_2) = 0.10$.
   3. Use the ranking to add arcs between the class variables fulfilling the conditions of no cycles between the class variables and no more than $J$-parents per class.

2. **Learn the $A_{CF}$ structure**
   1. Calculate the $p$-value using the independence test for each pair $C_i$ and $X_j$ and rank them.
   2. Remove the $p$-value higher than the threshold $(1 - s_2) = 0.10$.
   3. Use the ranking to add arcs between the class variables fulfilling the conditions of no cycles between the class variables and no more than $K$-parents per class.

3. **Learn the $A_C$ structure**
   1. Calculate the $p$-value using the conditional independence test for each pair $X_i$ and $X_j$ and rank them.
   2. Remove the $p$-value higher than the threshold $(1 - s_2) = 0.10$.
   3. Use the ranking to add arcs between the class variables fulfilling the conditions of no cycles between the features and no more than $K$-parents per feature.

Based on this result, a statistical hypothesis test can be carried out in a multi-dimensional Bayesian network classifier to check the robust dependences in $A_c$. The null hypothesis $H_0$ is that the random variables $C_i$ and $C_j$ are independent. If the quantity $2N\hat{I}(C_i, C_j)$ surpasses a threshold $s_3$ for a given test size

$$\alpha = \int_{s_3}^{\infty} \chi^2_{(r_i - 1)(r_j - 1)} \, ds$$

where $r_i$ is the cardinality of $C_i$ and $r_j$ the cardinality of $C_j$, the null hypothesis is rejected and a dependence between $C_i$ and $C_j$ is considered. Therefore the arc between these class variables is included in the model. The dependences in $A_{CF}$ are calculated using the same procedure, the null hypothesis $H_0$ is that “The random variables $C_i$ and $X_j$ are independent”. So, if $2N\hat{I}(C_i, X_j)$ surpasses the threshold $s_3$, then the null hypothesis is rejected and an arc is included in the model. This test was also used on single-class Bayesian network classifiers to check the dependences among the class variables and the features [7].

Using this approach, the structures $A_C$ and $A_{CF}$ are learnt in steps 1 and 2 of Algorithm 1, respectively.

In order to calculate the structure $A_{CF}$, we need to use the conditional mutual information between a feature $X_i$ and a feature $X_j$ given its class parents $\mathbf{P}_{ac}(X_j)$ to determine if the relation between both predictive features should be included in the model. For that purpose, we use the generalisation of the previous result to the case of conditional mutual information as defined in [30]

$$\lim_{N \to \infty} 2N\hat{I}(X_i, X_j | \mathbf{P}_{ac}(X_j)) \to \chi^2_{(r_i - 1)(r_j - 1)(1|\mathbf{P}_{ac}(X_j))}$$

where $r_i$ is the cardinality of $X_i$, $r_j$ the cardinality of $X_j$ and $|\mathbf{P}_{ac}(X_j)|$ the cardinality of the class parents of $X_j$.

Analogously to the hypothesis test previously described, based on these results we can perform the following conditional independence test: the null hypothesis assumes that the random variables $X_i$ and $X_j$ are conditionally independent given $\mathbf{P}_{ac}(X_j)$. So, if the quantity $2N\hat{I}(C_i, C_j | \mathbf{P}_{ac}(X_j))$ surpasses a threshold $s_4$ for a given test size

$$\alpha = \int_{s_4}^{\infty} \chi^2_{(r_i - 1)(r_j - 1)(1|\mathbf{P}_{ac}(X_j))} \, ds$$

the null hypothesis is rejected and the random variables $X_i$ and $X_j$ are considered dependent given $\mathbf{P}_{ac}(X_j)$. Therefore, the arc is included in the model. The structure $A_{CF}$ is learnt using this hypothesis test in step 3 of Algorithm 1.

6. Semi-supervised multi-dimensional classification

In this section, we proceed with the extension of the previous multi-dimensional learning algorithms to the semi-supervised learning framework. When large amounts of labelled data are available, one can apply familiar and powerful machine learning techniques such as the previous multi-dimensional Bayesian network algorithms in order to learn accurate classifiers. However, when there is a scarcity of such labelled data and a huge amount of unlabelled data, as happens in the SA domain, one can wonder if it is possible to learn competitive classifiers from unlabelled data.

In this context, where the training dataset consists of labelled and unlabelled data, the semi-supervised learning approach [10,57,58] appears as a promising alternative. It is motivated from the fact that in many real world problems, obtaining unlabelled data is relatively easy, e.g. collecting posts from different blogs, while labelling is expensive and/or labor intensive, due to the fact that the tasks of labelling the training dataset is usually carried out by human beings. Thus, it is highly desirable to have learning algorithms that are able to incorporate a large number of unlabelled data with a small number of labelled data when learning classifiers.

In the semi-supervised learning framework, the training dataset $D$, as shown in Table 5, is divided into two parts: the subset of labelled instances $D_L$ for which labels are provided, and the subset $D_U$, where the labels are not known. Therefore, we have a dataset of $N$ instances, where there are $L$ labelled examples and $(N - L)$ unlabelled examples. Normally, $(N - L) \gg L$, i.e. the unlabelled subset tends to have a very large amount of instances whilst the labelled subset tends to have a small size.

Therefore, the aim of a semi-supervised learning algorithm is to build more accurate classifiers using both labelled and unlabelled data, rather than using exclusively labelled examples as happens in supervised learning.

6.1. Learning multi-dimensional Bayesian network classifiers in the semi-supervised framework

In this section, we propose the extension of multi-dimensional Bayesian network classifiers to the semi-supervised learning framework by using the EM algorithm [18]. Although this method was proposed in [18] and was deeply analysed in [34], it had been used much earlier, e.g. [26], and it is still widely used in many recent semi-supervised learning algorithms, e.g. [13, 14, 36].

The aim of the EM algorithm as typically used in semi-supervised learning is to find the parameters of the model that maximise the likelihood of the data, using both labelled and unlabelled instances. The iterative process, which ensures that the likelihood is maximised in each step, works as follows: in the $k$th iteration the algorithm alternates between completing the unlabelled instances by using the parameters $\Theta^{(k)}$ (E-step) and updating the parameters of the model $\Theta^{(k+1)}$ using MLE with the
whole dataset (M-step), i.e. the labelled data and the unlabelled instances that have been previously classified in the E-Step. Note that the structure remains fixed in the whole iterative process.

Although good results have been achieved with the EM algorithm in uni-dimensional classification [13,36], we are concerned about the restriction of only maximising the parameters of a fixed structure in our extension of the EM algorithm to the multi-dimensional domain, where there are several class variables to be predicted. As stated in [12], if the correct structure of the real distribution of the data is obtained, unlabelled data improve the classifier, otherwise, unlabelled data can actually degrade performance. For this reason, it seems more appropriate to perform a structural search in order to find the real model. Thus, we perform several changes to the EM algorithm in order to avoid fixing the structure of the model during the iterative process. The proposal is shown in Algorithm 2.

Algorithm 2. Our version of the EM Algorithm.

Input A training dataset with both labelled and unlabelled data (Table 6) and an initial model $\psi^{(0)}$ with a fixed structure and with an initial set of parameters $\Theta^{(0)}$.

1: while the model $\psi^{(k)}$ does not converge do
2: E-STEP Use the current model $\psi^{(k)}$ to estimate the probability of each configuration of class variables for each unlabelled instance.
3: M-STEP Learn a new model $\psi^{(k+1)}$ with structure and parameters, given the estimated probabilities in the E-STEP.
4: end while

Output classifier $\psi$, that takes an unlabelled instance and predicts the class variables.

In this version of the EM algorithm, we want to find the model, both structure and parameters, that maximises the likelihood of the whole dataset. So, in this version, the iterative process is performed as follows: in the $k$th iteration, the algorithm alternates between completing the unlabelled instance by the previously learnt model $\psi^{(k)}$ (E-step) and learning a new model $\psi^{(k+1)}$ by using a learning algorithm with the whole dataset, both labelled and completed instances (M-step). In the semi-supervised learning research community, the input initial parameter $\psi^{(0)}$ of the EM Algorithm is usually learnt from the labelled subset $D_L$. Hence, we will continue to use this modulus operandi in this version of the algorithm. Note that our version of the EM algorithm is closer to the Bayesian structural EM algorithm proposed in [23] rather than the original formulation of the algorithm [18]. However, in the case of the MDnB classifier, it is just a parametric search since it has a fixed structure.

Using Algorithm 2, all the supervised learning approaches proposed in the previous section can be straightforwardly used in this semi-supervised scenario. The learning algorithm is used in the M-step, where it learns a model using labelled and unlabelled data that have been previously labelled in the E-step. So, applying our adaptation of the EM Algorithm, we have extended the multi-dimensional Bayesian network classifiers to the semi-supervised learning framework.

7. Experimentation

7.1. Artificial experimentation

Before solving the ASOMO problem, we have tested our proposed semi-supervised algorithms over a set of designed artificial datasets as commonly carried out in the machine learning research community. This has been done due to the fact that, unfortunately, we cannot apply our proposals in the baseline datasets of the SA domain. The multi-dimensional classification paradigm has recently been proposed in the research community [5,17,40,43,44,53], and, to the best of our knowledge, there are no benchmark multi-dimensional datasets in this domain to test our proposals as they consider just one target variable at a time (usually sentiment polarity). So, in order to bridge this gap, we provide a detailed report of these artificial experiments on several synthetic datasets in the following website.

The major conclusions extracted from this experimentation can be summarised as follows:

1. As happens in the uni-dimensional framework [12], when using the real structure to semi-supervisedly learnt multi-dimensional classifiers, the unlabelled data always help.
2. There is a tendency to achieve better classifiers in terms of joint accuracy in the semi-supervised framework when the used multi-dimensional algorithm can reach the generative structure.
3. In the uni-dimensional approaches, performance degradation occurs in the semi-supervised framework. This is probably due to the fact that the uni-dimensional approaches are not able to match the actual multi-dimensional structure of the problems.
4. Although there are small differences between the uni-dimensional and the multi-dimensional approaches in the supervised framework (only the MD $J/K$ reports statistical differences), in the semi-supervised framework these differences grow larger (except for the case of the MDTAN learning algorithm, the quest of the multi-dimensional approaches report statistical differences).
5. In the semi-supervised framework, clearly the multi-dimensional classifiers outperform the uni-dimensional techniques, with the exception of the MDTAN classifier.
6. The MDnB learning algorithm [53] is very specific, it obtains very good results when dealing with problems with an underlying MDnB structure, but when the generative models are more complex, its rigid structure makes the algorithm lead to very suboptimal solutions.
7. The MDTAN algorithm [53] also shows very poor performances in the semi-supervised framework.
8. The MD $J/K$ learning algorithms have great flexibility to capture different types of complex structures, which results in an improvement in terms of joint accuracy in the semi-supervised framework.
In brief, these artificial experiments show that not only the multi-dimensional approaches statistically outperform the uni-dimensional approaches in the supervised framework when dealing with multi-dimensional problems, but also more accurate classifiers can be found using the semi-supervised learning framework.

7.2. Solving the ASOMO SA problem

Two different series of experiments with the ASOMO corpus were performed: the first series (Section 7.2.1) shows the comparison between the ASOMO features and three different state-of-the-art feature sets broadly used in the SA domain. The second series (Section 7.2.2) is devoted to demonstrate that the addition of unlabelled instances could achieve better results in this very application. There, a multi-dimensional classification solution for the ASOMO problem is proposed and analysed. By means of these experiments in a real SA problem, we would like to shed some light on the truthfulness of the following hypotheses:

1. The choice of the feature set is a key matter when dealing with the exposed problem, and in extension, with the SA problems.
2. The uni-dimensional models obtained with the common approaches of the SA domain yield suboptimal solutions to the ASOMO problem.
3. The explicit use of the relationships between the class variables in this real-world problem can be beneficial to improve their recognition rates, i.e. multi-dimensional techniques are able to outperform the most common uni-dimensional techniques.
4. When there is a scarcity of labelled data, multi-dimensional techniques can work with unlabelled data in order to improve the classification rates in this context.

7.2.1. Comparison between different feature sets in both uni-dimensional and multi-dimensional learning scenarios

By means of this experiment, we evaluate the new feature set proposed in Section 2 (the ASOMO features) with the most commonly used in the related literature. If we only use them to test the multi-dimensional Bayesian network classifiers in this real dataset, it is difficult to assess their efficacy without using other viable baseline methods. For this reason, we also use three different commonly used feature sets in order to perform a benchmark comparison: unigrams, unigrams + bigrams and PoS. In order to avoid computation burden, we limited consideration to (1) the 357 unigrams that appear at least five times in our 150-post corpus, (2) the 563 unigrams and bigrams occurring at least five times, and (3) the PoS to 766 features. No stemming or stoplists were used. These benchmark feature sets have been constructed using the TagHelper tool [46]. Finally, since the ASOMO features are continuous, they were discretised into three values using equal frequency discretisation in order to apply the algorithms proposed in this paper.

To assess the efficacy and efficiency of the exposed multi-dimensional Bayesian network classifiers in this problem, we conducted a comparison in the supervised framework between the presented multi-dimensional classifiers and the two different uni-dimensional attempts to adapt single-class classifiers to multi-dimensional problems: (1) develop multi-dimensional classifiers and (2) construct a Cartesian product class variable. In order to perform such comparison, we use naive Bayes classifiers in the uni-dimensional attempts (one per each class variable in the first uni-dimensional approach, and another one for the compound class of the second) and a MDnB classifier in the multi-dimensional solution. The parameters of both types of models are calculated by MLE corrected with Laplace smoothing and the forbidden configurations of the vector of class variables have been taken into account in the learning process. Note that this comparison is performed in the supervised framework, so the 2392 unlabelled posts were not used in this experiment.

The classification accuracies, which have been estimated via 20 runs of 5-fold non-stratified cross validation (20 × 5cv) [45], are shown in Table 7. The results of using the four different feature sets (unigrams, unigrams + bigrams, PoS, and the ASOMO features) in conjunction with the three different learning approaches (multiple uni-dimensional, Cartesian class variable, and multi-dimensional classifiers) in a supervised framework are shown. The first eight rows of Table 7 correspond to the two uni-dimensional approaches while the last four correspond to the multi-dimensional approach. In addition to the estimation of the joint accuracy, the accuracies per each class variable are also shown.

For each column, the best estimated accuracy rate is highlighted in **bold** for each single class variable and the joint accuracy. Moreover, statistical hypothesis tests (Student’s t-test with $\alpha = 0.05$) have been performed in order to determine if there are significant statistical differences between the tested accuracies. For each column, the symbol ′+′ is used to mark the accuracies that, despite not being significantly worse, show a $p$-value on the significant borderline ($0.05 < p−value < 0.1$). Besides, the CPU time spent on learning a classification model with the 150 posts (for each approach and feature set) is shown in the results.

Table 7

<table>
<thead>
<tr>
<th>Approach</th>
<th>Classifier</th>
<th>Feature set</th>
<th>#feat.</th>
<th>Will to influence Acc</th>
<th>Sentiment P. Acc</th>
<th>Subjectivity Acc</th>
<th>Joint Acc</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni-dimen.</td>
<td>Multiple classif.</td>
<td>Unigrams</td>
<td>357</td>
<td>$+51.83 \pm 2.79$</td>
<td>$33.00 \pm 1.82$</td>
<td>$+79.80 \pm 2.16$</td>
<td>$+11.70 \pm 1.68$</td>
<td>1011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Unigrams + bigrams</td>
<td>563</td>
<td>$+47.17 \pm 2.47$</td>
<td>$32.90 \pm 1.96$</td>
<td>$+79.47 \pm 2.75$</td>
<td>$+9.80 \pm 1.47$</td>
<td>1470</td>
</tr>
<tr>
<td></td>
<td>PoS</td>
<td>766</td>
<td>$+47.57 \pm 2.52$</td>
<td>$+30.80 \pm 2.75$</td>
<td>$+66.33 \pm 2.96$</td>
<td>$+9.43 \pm 1.65$</td>
<td>1755</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASOMO feat.</td>
<td>14</td>
<td>$+55.07 \pm 1.32$</td>
<td>$+26.07 \pm 2.09$</td>
<td>$+82.17 \pm 1.35$</td>
<td>$+10.37 \pm 2.30$</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>Cartesian class</td>
<td>Unigrams</td>
<td>357</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>$+9.90 \pm 2.35$</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unigrams + bigrams</td>
<td>563</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>$+8.87 \pm 2.05$</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PoS</td>
<td>766</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>$+10.33 \pm 2.11$</td>
<td>106</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASOMO feat.</td>
<td>14</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>$+13.70 \pm 2.60$</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Multi-dimen.</td>
<td>MDnB</td>
<td>Unigrams</td>
<td>357</td>
<td>$+41.63 \pm 3.74$</td>
<td>$+31.00 \pm 2.29$</td>
<td>$+75.30 \pm 2.20$</td>
<td>$+10.23 \pm 1.92$</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>Unigrams + bigrams</td>
<td>563</td>
<td>$+38.03 \pm 3.33$</td>
<td><strong>33.40 \pm 2.37</strong></td>
<td>$+74.27 \pm 2.71$</td>
<td>$+9.83 \pm 2.05$</td>
<td>107</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PoS</td>
<td>766</td>
<td>$+39.50 \pm 3.32$</td>
<td>$+30.53 \pm 2.22$</td>
<td>$+76.40 \pm 2.47$</td>
<td>$+9.86 \pm 1.51$</td>
<td>122</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ASOMO feat.</td>
<td>14</td>
<td>$+53.23 \pm 1.62$</td>
<td>$+30.87 \pm 2.52$</td>
<td><strong>83.53 \pm 0.60</strong></td>
<td><strong>14.97 \pm 1.94</strong></td>
<td>17</td>
<td></td>
</tr>
</tbody>
</table>
Based on the results of Table 7, different conclusions can be extracted:

1. With respect to the feature set comparison, the ASOMO feature set significantly outperforms the $n$-grams, not only in terms of joint accuracy, but also in terms of accuracy of two (out of the three) dimensions, i.e. in Will to Influence and in Subjectivity. Also, as stated in [38], $n$-grams information is the most effective feature set in the task of Sentiment Polarity classification. However, the unigrams + bigrams feature set outperforms unigrams instead of the opposite as reported in [38]. Finally, the PoS approach obtains very low performance.

2. According to the comparison between the uni-dimensional and multi-dimensional approaches, the best joint accuracy is given by the MDnB model when using the ASOMO features. It significantly outperforms both the multi-dimensional approaches with the state-of-the-art feature sets, and the uni-dimensional approaches. Looking at the class variables in isolation, the uni-dimensional approaches only outperform the multi-dimensional approach in the case of the Will to Influence target dimension.

3. An analysis of the CPU computational times show that, as expected, learning one classifier per each class variable is the most time-consuming. Next, multi-dimensional Bayesian network classifiers are found. The least-time consuming approach is the uni-dimensional learning process that uses a compound class. Moreover, the number of features is also an important issue with respect to the computational time. The ASOMO feature set, which has only 14 attributes, is, by far, the least time-consuming of the four different types of feature set.

However, in this problem, errors are not simply present or absent, their magnitude can be computed, e.g. it is not the same to misclassify a negative post as having a very negative sentiment or misclassify it with a very positive sentiment. For that reason, in addition to the accuracy term, we also estimate the numeric error of each classifier. Note that the values of the three class variables can be trivially translated into ordinal values without changing their meaning. Therefore, using this approach, the previous example could be exposed as: it is not the same to classify it with a very positive sentiment. For that reason, in addition to the accuracy term, we also estimate the numeric error of each classifier. Note that the values of the three class variables can be trivially translated into ordinal values without changing their meaning. Therefore, using this approach, the previous example could be exposed as: it is not the same to misclassify a post, which has its sentiment equal to 2, with a 1 or misclassify it with a 5.

In order to estimate the numeric error, we use the mean absolute error (MAE) term [55], which is a measure broadly used in evaluating numeric prediction. It is defined as the measure that averages the magnitude of the individual errors without taking their sign into account. It is given by the following formula:

$$\text{MAE}_i(\psi) = \frac{1}{N} \sum_{i=1}^{N} |\psi_i(x^{(i)}) - c^{(i)}|$$

where $\psi_i(x^{(i)})$ is the value of the class variable $C_i$ resulting from the classification of the instance $x^{(i)}$ using the classifier $\psi_i$ and $c^{(i)}$ is the actual class value in that instance. $N$ is the number of instances in the test set. Note that the resulting error varies between 0 and $|C_i| - 1$, where $|C_i|$ is the cardinality of the class variable $C_i$.

In a similar way to the accuracy, we also compute a joint measure for simultaneously characterising this error in all the class variables. Due to this, we estimate the joint MAE (JMAE) for each learning algorithm. It is the sum of the normalised value of the MAE term in each class variable

$$\text{JMAE}(\psi) = \sum_{j=1}^{m} \frac{1}{|C_j| - 1} \text{MAE}_j(\psi)$$

Note that the JMAE term varies between 0 and $m$, being $m$ the number of class variables.

The MAE values of the exposed experimentation setup, which have also been estimated via 20 runs of 5-fold non-stratified cross validation [45], are shown in Table 8. It has the same shape as in Table 7, i.e. each row represents each learning algorithm with a specific feature set, and each column represents each class variable and the JMAE value. The best estimated error per classifier is also highlighted in bold and Student’s t-tests ($\alpha = 0.05$) have been performed in order to study the significance of estimated differences. Table 8 reports conclusions similar to the ones extracted with the accuracy term:

1. The feature set comparison reports the same conclusions to those obtained with the accuracy: the ASOMO feature set significantly outperforms the $n$-grams and PoS, not only in terms of joint accuracy, but also in terms of two (out of the three) dimensions.

2. The best joint accuracy is given by the multi-dimensional approach which uses the ASOMO feature set and it significantly outperforms both the multi-dimensional approaches with the state-of-the-art feature sets, and the uni-dimensional approaches. With respect to the class variables in isolation, the only case in which the uni-dimensional approaches outperform the multi-dimensional approach is in the Sentiment Polarity target dimension.

In brief and regarding the feature set, for this specific problem, we strongly recommend the use of the ASOMO features, not only because of their performance, but also for their lower learning times. The results also show that the multi-dimensional classification approach to SA is a novel attractive point of view that needs to be taken into account due to the fact that it could lead to better results in terms of accuracy as well as in MAE. In addition, learning a multi-dimensional classifier is faster than learning

<table>
<thead>
<tr>
<th>Table 8</th>
<th>Estimated mean absolute error rates on the ASOMO dataset using three different types of feature sets in both uni and multi-dimensional scenarios (20 x 5 cv).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Approach</strong></td>
<td><strong>Classifier</strong></td>
</tr>
<tr>
<td><strong>Uni-dimen.</strong></td>
<td>Multiple classif.</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cartesian class</strong></td>
<td>Unigrams</td>
</tr>
<tr>
<td></td>
<td>Uni. + bigrams</td>
</tr>
<tr>
<td></td>
<td>PoS</td>
</tr>
<tr>
<td></td>
<td>ASOMO feat.</td>
</tr>
<tr>
<td><strong>Multi-dimen.</strong></td>
<td>MDnB</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
different classifiers for each dimension. Although the reported
times are not a problem in the current supervised learning
settings, in the semi-supervised framework, where the computa-
tion time increases dramatically with the number of instances,
the learning process could be intractable.

7.2.2. Experiments with the ASOMO corpus in the supervised and
semi-supervised learning frameworks

With the knowledge that the ASOMO features can lead us to
better classification rates in this problem, we evaluated their
performance in both supervised and semi-supervised frame-
works. With this experiment we want to determine if the use of
unlabelled examples when learning a classifier can lead to better
solutions to the ASOMO problem. In order to do so, the following
experiment was performed: the ASOMO dataset has been used to
learn three different (uni-dimensional) Bayesian network classi-
fiers and three different sub-families of multi-dimensional classi-
fiers in both frameworks.

For uni-dimensional classification, naive Bayes classifier (nB),
tree-augmented Bayesian network classifier (TAN) [24] and a
2-dependence Bayesian classifier (2 DB) [47] have been chosen.
The uni-dimensional approach selected for these experiments is
that which consists of splitting the problem into three different
uni-dimensional problems (this is because it is more common in
the state-of-the-art solutions to solve different problems rather
than create an artificial class variable by means of the Cartesian
product). From the multi-dimensional aspect, MDnB, MDTAN,
MD1/1 and MD2/K (with K = 2, 3, 4) structures have been selected.
MD1/1 is included as an algorithm able to learn MDTAN struc-
tures due to the poor performance shown by the MDTAN learning
algorithm [53] in the artificial experiments. Although both multi-
dimensional learning approaches learn MDTAN structures, each
learning algorithm follows a different path to come to that end.

While the MD 1/1 uses a filter approach, the MDTAN learning
algorithm follows a wrapper scheme.

The supervised learning procedure only uses the labelled
dataset (consisting of 150 documents), whilst the semi-supervised
approach uses the 2532 posts (2392 unlabelled). Our multi-
dimensional extension of the EM algorithm is used in the latter
approach and it terminates after finding a local likelihood maxima
or after 250 unsuccessful trials.

Finally, the performance of each model has been estimated via 20
runs of 5-fold non-stratified cross validation. Due to fact that, in semi-
supervised learning, the labels of the unlabelled subset of instances
are unknown, only the labelled subset is divided into five folds to
estimate the performance of the proposed approaches. So, in each
iteration of the cross validation, a classifier is learnt with four labelled
folds and the whole unlabelled subset, and then it is tested in the
remaining labelled fold. This modified cross validation is illustrated in
Fig. 8 for the case of three folds. As done in the previous experiments,
we use the accuracy and the MAE terms as evaluation measures.

Table 9 shows the results of applying the different uni-
dimensional and multi-dimensional algorithms over the ASOMO
dataset in terms of accuracy and Table 10 in terms of MAE. Both
tables can be described as follows: for each classifier (row), the
joint performance and the single evaluation measure (for each
class variable) are shown. In order to simultaneously compare
uni-dimensional with respect to multi-dimensional approaches,
and supervised with respect to semi-supervised learning, the
results are highlighted as follows:

1. In order to compare the supervised and the semi-supervised
frameworks, for each type of classifier and accuracy measure
(class variable and joint performance), we have highlighted the
best single value and joint performance in bold (analysed per
row). Note that, in the case of the accuracy term (Table 9),
the highlighted values are the greatest values, while in the

![Fig. 8. Applying 3-fold cross validation to a dataset with labelled and unlabelled instances.](attachment:fig8.png)
case of the MAE (Table 10) they are the lowest. Pairwise statistical hypothesis tests (Student's t-test with α = 0.05) have been performed in order to determine if there are significant statistical differences between the values of the tested techniques. We use the symbol ‘↑’ to mark the values that are statistically outperformed by the highlighted best estimated measure (in bold).

2. To compare the performance between the uni-dimensional and the multi-dimensional approaches, the best accuracy per class variable, as well as the joint performance, has been highlighted in italics. For each column, statistical hypothesis tests (Student’s t-test with α = 0.05) have been performed in order to determine if there are significant statistical differences. The symbol ‘↑’ is used to mark the values that are statistically worse than the best estimated value (in italics).

Several conclusions can be extracted from the supervised and semi-supervised comparison in Tables 9 and 10 (analysed per row):

1. The uni-dimensional models tend to perform worse when they are learnt using the semi-supervised learning framework. This could be due to the fact that incorrect models tend to lead to performance degradation in the semi-supervised framework due to the fact that they are not able to match the underlying generative structure [12]. This phenomenon occurs in both evaluation measures.

2. As occurs in the artificial experiments, the MDTAN approach [53] tends to behave more similarly to the uni-dimensional approaches rather than to the multi-dimensional approaches.

3. With respect to the accuracy measure, in the multi-dimensional scenario, the Will to Influence class variable tends to degrade its performance in the semi-supervised scenario, whilst Sentiment Polarity and Subjectivity tend to achieve better single accuracies. In the uni-dimensional approach, the opposite happens.

4. The MAE results show that, unlike what happens in the uni-dimensional framework where the semi-supervised degradation is significant, in the multi-dimensional scenario similar results are reported for supervised and semi-supervised learning. However, there are cases in which the semi-supervised learning algorithms obtain better results and in one case there is a significant statistical gain.

5. The MDNB method in its semi-supervised framework is the best solution for the ASOMO problem. In terms of accuracy, it obtains statistically significant better results in joint accuracy and in the Sentiment Polarity target variable, as well as better results in the other two variables. With respect to the MAE, MDNB obtains statistically significant better results in joint accuracy and in the Subjectivity dimension, as well as better results in the other dimensions.

Regarding the comparison of the uni-dimensional and multi-dimensional approaches (for each column), the following comments can be extracted:

1. With the exception of Will to Influence, the single class variables tend to achieve better accuracies in the multi-dimensional approaches.

2. The MAE terms show similar results to those found with the accuracy evaluation measure. However, in this case, the exception is provided by the estimated MAE obtained in the Sentiment Polarity dimension in the semi-supervised version of the uni-dimensional TAN algorithm.
The multi-dimensional classification approach statistically outperforms the uni-dimensional framework in terms of joint accuracy.

MDnB is also the best technique in terms of global performance, i.e. in accuracy and in MAE metrics.

One explanation for the surprising success of the MDnB could be the use of the knowledge of the experts in engineering the features, as stated in [28]: when applying rational criteria in determining the predictive features of a problem, the resulting features are usually probabilistically independent given the class variables. This characteristic favors the learning scheme provided by the MDnB algorithm. Moreover, this is crucial in the success obtained in the semi-supervised framework due to the fact that it matches the actual underlying domain structure [12].

The MDnB assumes conditional independence between the three class variables. In spite of this assumption, we cannot talk about independence between the class variables as happens when the problem is approached by several uni-dimensional classifiers. Each class variable in this model uses the information of the remaining class variables when it carries out the classification task. It also simultaneously uses all the class variables to learn the parameters of the structure. The success of this algorithm can shed some light on the relation between the three variables used in this problem: the multi-dimensional framework achieves better results than the uni-dimensional counterparts. Therefore, it seems that there is a certain relation between them. Furthermore, it can be seen that simultaneously using the information of these class variables in the same classification task by means of a multi-dimensional technique conceives better predictive classifiers.

In conclusion, we show that the proposed semi-supervised multi-dimensional formulation designs a novel perspective for this kind of SA problems, opening new ways to deal with this domain. In addition, it can also be seen that the explicit use of the different class variables in the same classification task has successfully solved the ASOMO problem, where the MDnB in a semi-supervised framework is the best solution.

In conclusion, we show that the proposed semi-supervised multi-dimensional formulation designs a novel perspective for this kind of SA problems, opening new ways to deal with this domain. In addition, it can also be seen that the explicit use of the different class variables in the same classification task has successfully solved the ASOMO problem, where the MDnB in a semi-supervised framework is the best solution.

8. Conclusions and future work

In this paper, we solve a real-world multi-dimensional SA problem. This real problem consists of characterising the attitude of a customer when he writes a post about a particular topic in a specific forum through three differently related dimensions: Will to Influence, Polarity and Subjectivity.

Due to the fact that it has three different target variables, the SA (uni-dimensional) state-of-the-art classification techniques seem inappropriate. They do not match the underlying multi-dimensional nature of this problem. The problem also cannot be directly tackled by multi-label techniques. For that reason, we propose the use of multi-dimensional Bayesian network classifiers as a novel methodological tool which joins the different target variables in the same classification task in order to exploit the potential relationships between them. Within this methodology, in this paper, we have proposed a new filter algorithm to learn multi-dimensional J/K dependencies Bayesian network structures in order to explore a wider range of structures while dealing with this application.

Moreover, in order to avoid the arduous and time-consuming task of labelling examples in this field, we extend, by means of the EM algorithm, these multi-dimensional techniques to semi-supervised learning framework so as to make use of the huge amount of unlabelled data available on the Internet.

Experimental results of applying the proposed battery of multi-dimensional learning algorithms to a corpus consisting of 2542 posts (150 manually labelled and 2392 unlabelled) show that: (1) the uni-dimensional approaches cannot capture the multi-dimensional underlying nature of this problem, (2) engineering a suitable feature set is a key factor for obtaining better solutions, (3) more accurate classifiers can be found using the multi-dimensional approaches which perform a simultaneous classification task, (4) the use of large amounts of unlabelled data in a semi-supervised framework can be beneficial to improve the recognition rates, and (5) the MDnB classifier in a semi-supervised framework is the best solution for this problem because it matches the actual underlying domain structure [28,12].

The proposed multi-dimensional methodology can be improved or extended in several ways. For instance, in the ASOMO multi-dimensional problem, the values of all class variables are missing in each sample of the unlabelled subset. However, by means of the EM algorithm, the learning algorithms can be easily generalised to the situation where not all the class variables are missing in all the samples of the unlabelled data subset.

Besides, we are concerned about the scalability of the multi-dimensional Bayesian network classifiers in the semi-supervised framework. The computational burden is not a problem when dealing with these datasets, but it could happen when the number of variables increases. This could open a line in researching feature subset selection techniques for multi-dimensional classification.

Regarding the application of multi-dimensional classification to the SA domain, this work can be extended in a number of different ways:

- The proposed multi-dimensional Bayesian network classifiers can be directly applied to Affect Analysis. This area is concerned with the analysis of text containing emotions and it is associated with SA [1]. However, Affect Analysis tries to extract a large number of potential emotions, e.g. happiness, sadness, anger, hate, violence, excitement, fear, etc. Instead of just looking at the polarity of the text. Additionally, in the case of Affect Analysis, the emotions are not mutually exclusive and certain emotions may be correlated. So, this can easily be viewed as a multi-label classification problem, a type of problem in which multi-dimensional Bayesian network classifiers have reported good results in the recent past [5].

- Within SA, the same corpus can be used to deal with different target dimensions. This could open different research lines in adding more target variables in the same classification task so as to take advantage of these existing relationships, engineering a suitable feature set for working with several dimensions, etc. For instance, in the works where the need to predict both the Sentiment Polarity and the Subjectivity has been noticed [21].
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1 Appendix A. Artificial Experiments

In this report, we execute the proposed battery of semi-supervised multi-dimensional learning algorithms over a set of designed artificial datasets as commonly carried out in the machine learning research community. These experiments are performed in order to demonstrate that the proposed algorithms are able to take advantage of the underlying nature of the multi-dimensional problems even in the presence of a small set of labelled data and a huge set of unlabelled data. By means of these experiments, we would like to shed some light on the following questions:

1. Are there significant differences between the uni-dimensional and the multi-dimensional supervised learning algorithms when there is a scarcity of labelled examples? Are there significant differences between the uni-dimensional and the multi-dimensional semi-supervised learning algorithms?

2. If the correct structure of the generative model is obtained, do unlabelled data improve the classifier?
3. If the learning algorithm can lead to the correct structure of the generative model, do unlabelled data improve the classifier?

4. Can adding unlabelled data contribute to an increase in the classification performance (in terms of joint accuracy) when there is a small amount of labelled data in a multi-dimensional framework?

5. Do multi-dimensional classifiers perform better than uni-dimensional classifiers in a multi-dimensional semi-supervised framework?

1.1 Simulation of datasets

In order to carry out the experimentation process required to evaluate our proposals, we use a set of artificial multi-dimensional datasets. These datasets are sampled from multi-dimensional feature-class variable probability distributions \( p(x, c) \) represented as multi-dimensional Bayesian network classifiers. These classifiers have been created in four steps: First, the structure of the multi-dimensional Bayesian network classifier was created. Second, the parameters of the classifiers were obtained by sampling a Dirichlet distribution. Third, a dataset from each classifier was sampled. Finally, the semi-supervised nature of the sampled dataset, i.e. both subsets of labelled and unlabelled data, was generated by choosing instances at random for both types of data subsets. The entire process of creating the artificial datasets has been performed by means of the free software ICLAB library [1].

The following sub-families of multi-dimensional Bayesian network structures have been chosen for this experimentation: \( MDnB, MDTAN, MD 2/2 \) and \( MD 2/3 \). A number of 5 different structures per each sub-family with a different number of features (from 5 to 20) and a different number of class variables (from 2 to 4) have randomly been created. The cardinality of the features ranges from 2 to 4 and the cardinality of the class variables from 2 to 3. By means of these sub-families and structures we are trying to cover a broad range of structures of different complexity in order to check the statement “performance degradation may occur whenever the modelling assumptions adopted for a particular classifier do not match the characteristics of the distribution generating the data [5]”. In order to generate the parameters of the classifiers which are defined by the previous structures, a different Dirichlet distribution with all its parameters equal to one is sampled per each classifier. The associated optimal Bayes accuracies (the opposite to Bayes errors) of the resulting classifiers can be seen in Table 1, measured as percentages.

Once the multi-dimensional Bayesian network classifiers have been constructed, a dataset from each of them is sampled. Specifically, we sample 20 artificial datasets (5 for each different sub-family) of 15,100 instances. Then, we divide each dataset into two different parts: a training set of 10,100 instances used to learn the classifiers, and a test set of 5,000 samples used to estimate the prediction error of the classifiers. In order to simulate the semi-supervised nature of the training dataset, 100 instances were chosen at random to
form the subset $D_L$, in which labelled instances are i.i.d. as in $p(x, c)$. The labels of the class variables of the remaining 10,000 instances are removed.

All the datasets, as well as the structures and the parameters of the designed classifiers, can be found in the following website\(^1\).

### 1.2 Experimental Setup

Once the semi-supervised multi-dimensional datasets are created, we use them to perform the following set of experiments. In the evaluation phase, we proposed nine different algorithms to learn the classifiers from the sampled datasets. The first four algorithms are the approaches explicitly designed for multi-dimensional classification proposed in the paper: \textit{MDnB}, \textit{MDTAN}, \textit{MD 1/1}, \textit{MD 2/2} and \textit{MD 2/3}. Due to the fact that MDTAN learning algorithm [13] follows a wrapper approach, the MD 1/1 is included in these experiments as a filter approach in order to establish a comparison between both techniques. The others are the well-known uni-dimensional approaches: naive Bayes classifier (\textit{nB}), tree-augmented network classifier (\textit{TAN}) [8] and two $K$ dependence Bayesian classifiers [12] (one setting $K = 2$, $2$-$DB$, and the other setting $K = 3$, $3$-$DB$). As stated in the article, the uni-dimensional approach cannot be straightforwardly applied to deal with the multi-dimensional problems, so, we divided the multi-dimensional problem into several one-class variable tasks and tackled them as independent.

In order to compare the supervised and the semi-supervised frameworks, all the algorithms are learnt in both scenarios. In the case of supervised learning the algorithms are straightforwardly applied to the 100 instances of the labelled subset. When learning in the semi-supervised framework, on the contrary, the algorithms are used, as proposed in this work, in conjunction with our extension of the EM algorithm (Algorithm 2 of the article) and applied to the whole training dataset (100 labelled + 10,000 unlabelled). The EM algorithm terminates after finding a local likelihood maxima or after 250 unsuccessful trials. The parameters of the model are calculated by maximum likelihood estimation (MLE) [4], corrected with Laplace smoothing. The estimation method for performance evaluation metrics is hold-out [10]. In hold-out, a subset of instances is chosen randomly from the initial dataset to form a training set used to learn a classifier, and the remaining instances are retained as the testing data, used to estimate the error of the classifier. This method has been chosen in order to evaluate all the algorithms in the same testing set, avoiding the variance of the error estimation given by the cross-validation methods [11]. Finally, the performance evaluation is performed by the joint evaluation criteria.

### 1.3 Results

Table 1 shows the results of the nine algorithms over the 20 datasets when they are applied in the supervised scenario. Table 2 shows, instead, their results in the semi-supervised

framework. Each value in both tables corresponds to the joint accuracy obtained for each algorithm when the learnt classifier is evaluated in the testing set of 5,000 samples. The accuracies in **bold** (per row) correspond to the technique with the best accuracy in just the labelled dataset (Table 1), and the best in the whole dataset (Table 2). Moreover, the best joint accuracy per dataset (per row in Tables 1 and 2) is highlighted in **bold italics**.

In order to answer the questions proposed in the introduction of this report, we have performed an exhaustive analysis of the results of Tables 1 and 2. The following sections summarise the studies made to shed some light on the questions. In each section, the conclusions that answer these questions have been underlined.
### Table 1: Estimated accuracies of the proposed algorithms in the supervised scenario.

<table>
<thead>
<tr>
<th>Family</th>
<th>Dataset</th>
<th>(1 - ε_p)</th>
<th>nB</th>
<th>TAN</th>
<th>2DB</th>
<th>3DB</th>
<th>MDbN</th>
<th>MDTAN</th>
<th>MDb1/2</th>
<th>MDb2/2</th>
<th>MDb3/2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NB01</td>
<td>0.93</td>
<td>77.06</td>
<td>80.20</td>
<td>75.68</td>
<td>74.38</td>
<td><strong>88.48</strong></td>
<td>66.22</td>
<td>77.38</td>
<td>76.40</td>
<td>75.96</td>
</tr>
<tr>
<td>MDnB</td>
<td>NB02</td>
<td>0.93</td>
<td>76.96</td>
<td>80.80</td>
<td>79.10</td>
<td>78.40</td>
<td><strong>89.90</strong></td>
<td>71.58</td>
<td>82.14</td>
<td>76.62</td>
<td>75.24</td>
</tr>
<tr>
<td></td>
<td>NB03</td>
<td>0.91</td>
<td>76.98</td>
<td>79.94</td>
<td>76.86</td>
<td>75.54</td>
<td><strong>88.29</strong></td>
<td>68.43</td>
<td>79.72</td>
<td>75.82</td>
<td>73.86</td>
</tr>
<tr>
<td></td>
<td>NB04</td>
<td>0.74</td>
<td>43.71</td>
<td>48.81</td>
<td>40.35</td>
<td>42.83</td>
<td><strong>65.57</strong></td>
<td>39.59</td>
<td>40.85</td>
<td>43.43</td>
<td>47.38</td>
</tr>
<tr>
<td></td>
<td>NB05</td>
<td>0.66</td>
<td>40.20</td>
<td>43.92</td>
<td>37.19</td>
<td>38.55</td>
<td><strong>59.44</strong></td>
<td>44.64</td>
<td>40.71</td>
<td>37.99</td>
<td>34.82</td>
</tr>
<tr>
<td></td>
<td>TA01</td>
<td>0.66</td>
<td>57.94</td>
<td>61.01</td>
<td>56.14</td>
<td>47.86</td>
<td>53.53</td>
<td>57.86</td>
<td>58.18</td>
<td>57.98</td>
<td>54.36</td>
</tr>
<tr>
<td>MDTAN</td>
<td>TA02</td>
<td>0.74</td>
<td>31.13</td>
<td>33.61</td>
<td>28.97</td>
<td>29.29</td>
<td>29.75</td>
<td>34.77</td>
<td><strong>37.46</strong></td>
<td>36.36</td>
<td>36.04</td>
</tr>
<tr>
<td></td>
<td>TA03</td>
<td>0.56</td>
<td>40.59</td>
<td>46.36</td>
<td>39.35</td>
<td>37.74</td>
<td>37.56</td>
<td>39.12</td>
<td><strong>46.60</strong></td>
<td>44.26</td>
<td>44.38</td>
</tr>
<tr>
<td></td>
<td>TA04</td>
<td>0.64</td>
<td>43.33</td>
<td>46.43</td>
<td>43.87</td>
<td>36.40</td>
<td>43.31</td>
<td>41.85</td>
<td><strong>49.26</strong></td>
<td>48.14</td>
<td>44.01</td>
</tr>
<tr>
<td></td>
<td>TA05</td>
<td>0.58</td>
<td>31.78</td>
<td>41.70</td>
<td>28.81</td>
<td>30.85</td>
<td>27.85</td>
<td>42.03</td>
<td>45.87</td>
<td>45.31</td>
<td><strong>45.89</strong></td>
</tr>
<tr>
<td></td>
<td>2201</td>
<td>0.66</td>
<td>56.04</td>
<td><strong>58.64</strong></td>
<td>53.48</td>
<td>46.46</td>
<td>54.48</td>
<td>56.50</td>
<td>57.46</td>
<td>55.32</td>
<td>53.84</td>
</tr>
<tr>
<td>MD2/2</td>
<td>2202</td>
<td>0.65</td>
<td>45.01</td>
<td>42.29</td>
<td>41.55</td>
<td>36.39</td>
<td>39.19</td>
<td><strong>46.11</strong></td>
<td>38.41</td>
<td>44.89</td>
<td>43.01</td>
</tr>
<tr>
<td></td>
<td>2203</td>
<td>0.61</td>
<td>44.92</td>
<td>40.52</td>
<td>39.80</td>
<td>39.96</td>
<td>44.82</td>
<td>41.80</td>
<td><strong>48.06</strong></td>
<td>47.36</td>
<td>47.90</td>
</tr>
<tr>
<td></td>
<td>2204</td>
<td>0.84</td>
<td>80.86</td>
<td>79.98</td>
<td>80.02</td>
<td>81.22</td>
<td>81.47</td>
<td><strong>83.96</strong></td>
<td>81.22</td>
<td>82.91</td>
<td>83.45</td>
</tr>
<tr>
<td></td>
<td>2205</td>
<td>0.50</td>
<td>37.98</td>
<td>34.37</td>
<td>33.41</td>
<td>29.65</td>
<td>33.83</td>
<td><strong>43.80</strong></td>
<td>40.72</td>
<td>39.62</td>
<td>39.34</td>
</tr>
<tr>
<td></td>
<td>2301</td>
<td>0.57</td>
<td>43.38</td>
<td>40.93</td>
<td>39.40</td>
<td>37.80</td>
<td>39.16</td>
<td>38.82</td>
<td>41.84</td>
<td>41.36</td>
<td>42.90</td>
</tr>
<tr>
<td>MD2/3</td>
<td>2302</td>
<td>0.69</td>
<td>61.38</td>
<td>57.10</td>
<td>60.52</td>
<td>55.14</td>
<td>56.24</td>
<td>55.70</td>
<td>60.54</td>
<td><strong>61.44</strong></td>
<td>59.88</td>
</tr>
<tr>
<td></td>
<td>2303</td>
<td>0.50</td>
<td>29.10</td>
<td>34.35</td>
<td>28.98</td>
<td>27.04</td>
<td>28.58</td>
<td>31.06</td>
<td><strong>34.41</strong></td>
<td>31.22</td>
<td>33.41</td>
</tr>
<tr>
<td></td>
<td>2304</td>
<td>0.78</td>
<td>67.13</td>
<td>68.41</td>
<td>67.27</td>
<td>61.63</td>
<td>64.09</td>
<td><strong>73.85</strong></td>
<td>71.91</td>
<td>72.15</td>
<td>71.33</td>
</tr>
<tr>
<td></td>
<td>2305</td>
<td>0.61</td>
<td>48.82</td>
<td>47.72</td>
<td>46.40</td>
<td>49.34</td>
<td>47.48</td>
<td><strong>56.12</strong></td>
<td>54.24</td>
<td>51.92</td>
<td>54.48</td>
</tr>
<tr>
<td>Family</td>
<td>Dataset</td>
<td>(1 - e_p)</td>
<td>nB</td>
<td>TAN</td>
<td>2DB</td>
<td>3DB</td>
<td>MDnB</td>
<td>MDTAN</td>
<td>MD 1/1</td>
<td>MD2/2</td>
<td>MD2/3</td>
</tr>
<tr>
<td>--------</td>
<td>---------</td>
<td>--------</td>
<td>----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NB01</td>
<td>95.97</td>
<td>49.24</td>
<td>50.12</td>
<td>49.88</td>
<td>49.98</td>
<td><strong>92.16</strong></td>
<td>50.86</td>
<td>83.52</td>
<td>86.16</td>
<td>81.32</td>
</tr>
<tr>
<td></td>
<td>NB02</td>
<td>93.25</td>
<td>41.30</td>
<td>42.26</td>
<td>41.34</td>
<td>41.58</td>
<td><strong>91.06</strong></td>
<td>41.94</td>
<td>87.32</td>
<td>84.06</td>
<td>83.78</td>
</tr>
<tr>
<td></td>
<td>NB03</td>
<td>91.65</td>
<td>41.69</td>
<td>64.05</td>
<td>42.65</td>
<td>43.09</td>
<td><strong>89.09</strong></td>
<td>55.68</td>
<td>81.31</td>
<td>83.75</td>
<td>84.41</td>
</tr>
<tr>
<td></td>
<td>NB04</td>
<td>74.56</td>
<td>3.62</td>
<td>30.66</td>
<td>14.17</td>
<td>24.08</td>
<td><strong>67.63</strong></td>
<td>26.72</td>
<td>48.94</td>
<td>50.24</td>
<td>48.64</td>
</tr>
<tr>
<td></td>
<td>NB05</td>
<td>66.45</td>
<td>3.79</td>
<td>22.03</td>
<td>13.19</td>
<td>5.95</td>
<td><strong>60.43</strong></td>
<td>15.81</td>
<td>51.57</td>
<td>47.29</td>
<td>46.36</td>
</tr>
<tr>
<td></td>
<td>TA01</td>
<td>66.86</td>
<td>43.28</td>
<td>50.45</td>
<td>39.86</td>
<td>36.81</td>
<td>48.61</td>
<td>49.33</td>
<td>59.60</td>
<td><strong>60.02</strong></td>
<td>48.44</td>
</tr>
<tr>
<td></td>
<td>TA02</td>
<td>47.61</td>
<td>5.43</td>
<td>19.08</td>
<td>6.27</td>
<td>21.46</td>
<td>25.15</td>
<td>28.71</td>
<td><strong>39.82</strong></td>
<td>37.68</td>
<td>38.30</td>
</tr>
<tr>
<td></td>
<td>TA03</td>
<td>56.80</td>
<td>20.42</td>
<td>47.08</td>
<td>20.57</td>
<td>19.60</td>
<td>35.08</td>
<td>41.45</td>
<td><strong>47.82</strong></td>
<td>46.74</td>
<td>47.36</td>
</tr>
<tr>
<td></td>
<td>TA04</td>
<td>64.21</td>
<td>28.39</td>
<td>39.45</td>
<td>19.52</td>
<td>22.49</td>
<td>43.35</td>
<td>38.55</td>
<td>52.56</td>
<td>53.06</td>
<td><strong>53.28</strong></td>
</tr>
<tr>
<td></td>
<td>TA05</td>
<td>58.75</td>
<td>28.83</td>
<td><strong>48.01</strong></td>
<td>28.44</td>
<td>32.05</td>
<td>26.27</td>
<td>42.59</td>
<td>45.99</td>
<td>45.57</td>
<td>46.33</td>
</tr>
<tr>
<td></td>
<td>MDnB</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TA01</td>
<td>66.86</td>
<td>43.28</td>
<td>50.45</td>
<td>39.86</td>
<td>36.81</td>
<td>48.61</td>
<td>49.33</td>
<td>59.60</td>
<td><strong>60.02</strong></td>
<td>48.44</td>
</tr>
<tr>
<td></td>
<td>TA02</td>
<td>47.61</td>
<td>5.43</td>
<td>19.08</td>
<td>6.27</td>
<td>21.46</td>
<td>25.15</td>
<td>28.71</td>
<td><strong>39.82</strong></td>
<td>37.68</td>
<td>38.30</td>
</tr>
<tr>
<td></td>
<td>TA03</td>
<td>56.80</td>
<td>20.42</td>
<td>47.08</td>
<td>20.57</td>
<td>19.60</td>
<td>35.08</td>
<td>41.45</td>
<td><strong>47.82</strong></td>
<td>46.74</td>
<td>47.36</td>
</tr>
<tr>
<td></td>
<td>TA04</td>
<td>64.21</td>
<td>28.39</td>
<td>39.45</td>
<td>19.52</td>
<td>22.49</td>
<td>43.35</td>
<td>38.55</td>
<td>52.56</td>
<td>53.06</td>
<td><strong>53.28</strong></td>
</tr>
<tr>
<td></td>
<td>TA05</td>
<td>58.75</td>
<td>28.83</td>
<td><strong>48.01</strong></td>
<td>28.44</td>
<td>32.05</td>
<td>26.27</td>
<td>42.59</td>
<td>45.99</td>
<td>45.57</td>
<td>46.33</td>
</tr>
<tr>
<td></td>
<td>MDTAN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MD2/2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2201</td>
<td>66.26</td>
<td>14.10</td>
<td>36.20</td>
<td>27.12</td>
<td>28.30</td>
<td>53.24</td>
<td>35.46</td>
<td>57.80</td>
<td><strong>59.65</strong></td>
<td>59.06</td>
</tr>
<tr>
<td></td>
<td>2202</td>
<td>65.44</td>
<td>31.31</td>
<td>33.59</td>
<td>31.71</td>
<td>24.72</td>
<td>38.93</td>
<td>15.62</td>
<td>40.89</td>
<td><strong>47.11</strong></td>
<td>46.27</td>
</tr>
<tr>
<td></td>
<td>2203</td>
<td>61.72</td>
<td>27.66</td>
<td>35.12</td>
<td>28.76</td>
<td>35.96</td>
<td>42.72</td>
<td>31.40</td>
<td>45.94</td>
<td>48.56</td>
<td><strong>49.52</strong></td>
</tr>
<tr>
<td></td>
<td>2204</td>
<td>84.85</td>
<td>73.94</td>
<td>72.26</td>
<td>73.86</td>
<td>73.74</td>
<td>78.18</td>
<td><strong>83.97</strong></td>
<td>79.14</td>
<td>80.28</td>
<td>81.33</td>
</tr>
<tr>
<td></td>
<td>2205</td>
<td>50.28</td>
<td>20.96</td>
<td>11.01</td>
<td>12.77</td>
<td>12.41</td>
<td>28.95</td>
<td>30.61</td>
<td>42.18</td>
<td><strong>42.62</strong></td>
<td>41.62</td>
</tr>
<tr>
<td></td>
<td>MD2/3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2301</td>
<td>57.56</td>
<td>23.48</td>
<td>24.16</td>
<td>24.08</td>
<td>26.18</td>
<td>37.08</td>
<td>25.96</td>
<td>43.53</td>
<td>45.08</td>
<td><strong>46.22</strong></td>
</tr>
<tr>
<td></td>
<td>2302</td>
<td>69.11</td>
<td>51.10</td>
<td>50.98</td>
<td>50.98</td>
<td>48.94</td>
<td>50.00</td>
<td>42.34</td>
<td>62.74</td>
<td>62.42</td>
<td><strong>64.12</strong></td>
</tr>
<tr>
<td></td>
<td>2303</td>
<td>50.31</td>
<td>22.78</td>
<td>27.86</td>
<td>22.34</td>
<td>20.10</td>
<td>27.22</td>
<td>26.06</td>
<td><strong>33.20</strong></td>
<td>29.50</td>
<td>29.80</td>
</tr>
<tr>
<td></td>
<td>2304</td>
<td>78.45</td>
<td>36.35</td>
<td>29.75</td>
<td>24.50</td>
<td>23.76</td>
<td>61.47</td>
<td>39.21</td>
<td>70.95</td>
<td>72.33</td>
<td><strong>72.81</strong></td>
</tr>
<tr>
<td></td>
<td>2305</td>
<td>61.34</td>
<td>21.08</td>
<td>31.24</td>
<td>24.74</td>
<td>39.66</td>
<td>43.78</td>
<td><strong>57.72</strong></td>
<td>50.94</td>
<td>52.70</td>
<td>51.68</td>
</tr>
</tbody>
</table>

Table 2: Estimated accuracies of the proposed algorithms in the semi-supervised scenario.
1.3.1 Uni-dimensional and multi-dimensional learning algorithms comparison

Firstly, we want to determine if there are significant differences between the uni-dimensional and the multi-dimensional learning algorithms in both learning frameworks, i.e. in the supervised and semi-supervised learning frameworks. In order to do so, for each table, we compare the 20 results obtained by each uni-dimensional algorithm with those obtained by its multi-dimensional generalisation, i.e. nB with MDnB, TAN with MDTAN and so on. This comparison is made per columns (in Tables 1 and 2) by means of the Wilcoxon signed-rank test with \( \alpha = 0.05 \), a non-parametric statistical hypothesis test. The null hypothesis is that "Both classifiers have the same distribution, i.e. there is no statistical difference in the behaviour of both learning algorithms". The use of this non-parametric test is justified: the Kolmogorov-Smirnov test (\( \alpha = 0.05 \)) rejects the Gaussian assumption of the results.

The results of the Wilcoxon test can be found in Table 3. The first 5 rows correspond to the supervised framework (Table 1) and the last 5 to the semi-supervised (Table 2). The rows in Table 3 are as follows; the learning algorithms involved in the comparison, the means (per column) of both algorithms, the p-value of the null hypothesis and the result of the Wilcoxon test (if the null hypothesis is accepted or rejected) are shown. Moreover, the greatest mean per row is highlighted in **bold**.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Comparison</th>
<th>Uni-D Mean</th>
<th>Multi-D Mean</th>
<th>p-value</th>
<th>( H_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td>nB vs MDnB</td>
<td>51.72</td>
<td>53.65</td>
<td>0.34</td>
<td>Accepted</td>
</tr>
<tr>
<td></td>
<td>TAN vs MDTAN</td>
<td>53.35</td>
<td>51.09</td>
<td>0.15</td>
<td>Accepted</td>
</tr>
<tr>
<td></td>
<td>TAN vs MD1/1</td>
<td>53.35</td>
<td>54.35</td>
<td>0.10</td>
<td>Accepted</td>
</tr>
<tr>
<td></td>
<td>2DB vs MD2/2</td>
<td>49.86</td>
<td>53.53</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>3DB vs MD2/3</td>
<td>47.82</td>
<td>53.07</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td>Semi-supervised</td>
<td>nB vs MDnB</td>
<td>29.44</td>
<td>52.02</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>TAN vs MDTAN</td>
<td>38.27</td>
<td>38.99</td>
<td>0.37</td>
<td>Accepted</td>
</tr>
<tr>
<td></td>
<td>TAN vs MD1/1</td>
<td>38.27</td>
<td>56.29</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>2DB vs MD2/2</td>
<td>29.53</td>
<td>56.74</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>3DB vs MD2/3</td>
<td>31.54</td>
<td>56.48</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

Table 3: Results of the Wilcoxon signed-rank test (\( \alpha = 0.05 \)) of comparing the results in the 20 datasets of each uni-dimensional algorithm with its generalisation to the multi-dimensional framework.

From Table 3, the following comments can be extracted: In most of the cases, the multi-dimensional approach obtains the best results in terms of mean joint accuracy. Although there are small differences between the uni-dimensional and the multi-dimensional approaches in the supervised framework (only the MD 2/3 and MD 2/3 report statistical differences), in the semi-supervised framework these differences grow larger (except for the case of the MDTAN learning algorithm, the rest of the multi-dimensional approaches report statistical differences). In this framework, the multi-dimensional approaches lead to better results, while performance degradation occurs in the uni-dimensional ones, where the mean
accuracies drop dramatically. A reason to explain this could be that the uni-dimensional approaches cannot match the underlying multi-dimensional nature of the generative structures. Moreover, the good results obtained by the MD $J/K$ highlight the flexibility of this kind of learning algorithms to capture different types of structures.

1.3.2 Learning the generative structure

We are concerned about the fact that there are situations in which the addition of unlabelled data causes degradation of the performance of the classifier [3], in contrast to the improvement of performance when adding unlabelled data, as happens with the uni-dimensional approaches in the previous section.

Many researchers, in order to prevent these situations, have proposed in the literature certain assumptions [2][14] that must be held when learning in a semi-supervised framework. One of the most important assumptions is the hypothesis presented in [3] which states that “If the correct structure of the generative model is obtained, unlabelled data improve the classifier, otherwise, unlabelled data can actually degrade performance”. So therefore, we need to test if this hypothesis is verified in the proposed multi-dimensional domains. Hence, we fix, for each dataset, the structure that generates the data and learn the parameters of the model in the supervised (MLE) and semi-supervised (using the EM algorithm as defined in [6]) frameworks.

The results of this learning process in the 20 databases are shown in Table 4. The “LABELLED” column shows the accuracies obtained in all the datasets by using just supervised learning whilst the “ALL DATA” column shows the accuracies of the semi-supervised learning process. The column “$(1 - e_B)$” shows the optimal Bayes accuracy.

Based on these results, we can conclude that, as happens in the uni-dimensional framework [3], when using the real structure in the multi-dimensional framework, the unlabelled data always helps.
Table 4: Accuracies obtained by supplying the EM Algorithm (as it is usually used in semi-supervised learning) with the structure that generates the data.

<table>
<thead>
<tr>
<th>Family</th>
<th>Dataset</th>
<th>((1 - \epsilon_B))</th>
<th>LABELLED</th>
<th>ALL DATA</th>
<th>Helps?</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDnB</td>
<td>NB01</td>
<td>93.93</td>
<td>88.48</td>
<td>92.16</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NB02</td>
<td>93.25</td>
<td>89.90</td>
<td>91.06</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NB03</td>
<td>91.65</td>
<td>88.29</td>
<td>89.09</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NB04</td>
<td>74.36</td>
<td>65.57</td>
<td>67.33</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NB05</td>
<td>66.43</td>
<td>59.44</td>
<td>60.43</td>
<td>Yes</td>
</tr>
<tr>
<td>MDTAN</td>
<td>TA01</td>
<td>66.86</td>
<td>66.69</td>
<td>66.79</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>TA02</td>
<td>47.61</td>
<td>43.56</td>
<td>43.80</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>TA03</td>
<td>56.80</td>
<td>50.53</td>
<td>50.89</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>TA04</td>
<td>64.21</td>
<td>58.57</td>
<td>60.77</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>TA05</td>
<td>58.75</td>
<td>49.99</td>
<td>50.71</td>
<td>Yes</td>
</tr>
<tr>
<td>MD2/2</td>
<td>2201</td>
<td>66.26</td>
<td>62.04</td>
<td>63.86</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2202</td>
<td>65.44</td>
<td>60.10</td>
<td>60.77</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2203</td>
<td>61.72</td>
<td>50.22</td>
<td>51.24</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2204</td>
<td>84.85</td>
<td>83.46</td>
<td>83.65</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2205</td>
<td>50.28</td>
<td>47.82</td>
<td>47.82</td>
<td>Equal</td>
</tr>
<tr>
<td>MD2/3</td>
<td>2301</td>
<td>57.56</td>
<td>53.32</td>
<td>54.30</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2302</td>
<td>69.11</td>
<td>67.26</td>
<td>67.62</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2303</td>
<td>50.31</td>
<td>43.45</td>
<td>45.22</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>2304</td>
<td>78.45</td>
<td>75.36</td>
<td>75.78</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2305</td>
<td>61.34</td>
<td>57.34</td>
<td>57.40</td>
<td>Yes</td>
</tr>
</tbody>
</table>

1.3.3 Reaching the generative structure

In almost all problems that we face in the machine learning field, there is no clue for the generative structure of the dataset. For that reason, we want to check if we can reach the generative structure and, therefore, obtain better results in terms of accuracy using the specific semi-supervised learning algorithms in each multi-dimensional Bayesian network family.

In order to do so, we check the 5 results obtained by each multi-dimensional algorithm in the family where it can lead to the generative structured, i.e. the MDnB learning algorithm in the MDnB structure family, etc. To answer the main question of this section, we compare the 5 results obtained in the supervised framework (Table 1) with the results obtained in the semi-supervised framework (Table 2). This comparison is made with a Wilcoxon signed-rank test with \(\alpha = 0.05\) (the Kolmogorov-Smirnov test \(\alpha = 0.05\) reject the Gaussian assumption).

Table 5 sums up the results of the statistical test. The rows are as follows; the family of multi-dimensional Bayesian network in which the learning algorithm is applied, the learning algorithm used, the means (over just 5 results) of the learning algorithm in both supervised (Table 1) and semi-supervised frameworks (Table 2), the \(p\)-value of the null hypothesis and the result of the Wilcoxon test are shown. Moreover, the greatest mean per row is highlighted in **bold**.
<table>
<thead>
<tr>
<th>Family</th>
<th>Algorithm</th>
<th>Supervised Mean</th>
<th>Semi-supervised Mean</th>
<th>p-value</th>
<th>$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDnB</td>
<td>MDnB</td>
<td>78.34</td>
<td>80.07</td>
<td>0.02</td>
<td>Rejected</td>
</tr>
<tr>
<td>MDTAN</td>
<td>MDTAN</td>
<td>43.13</td>
<td>40.13</td>
<td>0.11</td>
<td>Accepted</td>
</tr>
<tr>
<td>MD 1/1</td>
<td>MD 1/1</td>
<td>47.47</td>
<td>49.16</td>
<td>0.02</td>
<td>Rejected</td>
</tr>
<tr>
<td>MD 2/2</td>
<td>MD 2/2</td>
<td>54.02</td>
<td>55.64</td>
<td>0.11</td>
<td>Accepted</td>
</tr>
<tr>
<td>MD 2/3</td>
<td>MD 2/3</td>
<td>52.40</td>
<td>52.93</td>
<td>0.34</td>
<td>Accepted</td>
</tr>
</tbody>
</table>

Table 5: Results of the Wilcoxon signed-rank test ($\alpha = 0.05$) of comparing the results of both supervised and semi-supervised frameworks using the multi-dimensional algorithms that can lead to the generative structure in the five datasets of each family.

From these results, the following comments can be made:

- With the exception of the MDTAN learning algorithm, in the semi-supervised framework the learning algorithms lead to better results.

- Although it is difficult to obtain significant differences with only 5 results per each framework, in two cases (MDnB and MD 1/1) the differences are significant. So, we can claim that there is a tendency to better results in the semi-supervised framework when the used algorithm can lead to the generative structure.

- From the results obtained in this section and Section 4.1, it seems that the MDTAN algorithm proposed in [13] leads to very sub-optimal solutions.

### 1.3.4 Supervised and semi-supervised learning frameworks comparison

Once tested the algorithms that can reach the generative structure, a wider comparison has to be made. In this section, we compare the behaviour of each learning algorithm (both uni-dimensional and multi-dimensional ones) in both supervised and semi-supervised scenarios.

To achieve this task, we compare by means of a Wilcoxon signed-rank test ($\alpha = 0.05$) the results obtained in all the datasets in both supervised (Table 1) and semi-supervised learning (Table 2) frameworks, i.e., comparing the accuracies per columns, e.g., the nB column in Table 1 with the nB column in Table 2, etc.
Table 6: Results of the Wilcoxon signed-rank test ($\alpha = 0.05$) of comparing the 20 results of each learning algorithm in both supervised and semi-supervised frameworks

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Algorithm</th>
<th>Supervised Mean</th>
<th>Semi-supervised Mean</th>
<th>$p$-value</th>
<th>$H_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni-dimensional</td>
<td>nB</td>
<td>51.72</td>
<td>29.43</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>TAN</td>
<td>53.35</td>
<td>38.27</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>2DB</td>
<td>49.86</td>
<td>29.54</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>3DB</td>
<td>47.83</td>
<td>31.54</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td>Multi-dimensional</td>
<td>MDnB</td>
<td>53.65</td>
<td>52.02</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>MDTAN</td>
<td>51.69</td>
<td>39.00</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>MD1/1</td>
<td>54.35</td>
<td>56.29</td>
<td>0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>MD2/2</td>
<td>53.53</td>
<td>56.74</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
<tr>
<td></td>
<td>MD2/3</td>
<td>53.07</td>
<td>56.48</td>
<td>&gt; 0.01</td>
<td>Rejected</td>
</tr>
</tbody>
</table>

From the results, the following conclusions can be extracted:

- All the learning algorithms behave differently in both learning frameworks.
- In the uni-dimensional approaches, performance degradation occurs in the semi-supervised framework. This is probably because “If the correct structure of the generative model is obtained, unlabelled data improve the classifier, otherwise, unlabelled data can actually degrade performance” [3].
- With respect to the MD $J/K$ learning algorithms, an improvement in terms of accuracy in the semi-supervised framework is observed. As stated before, this highlights the flexibility of this kind of learning algorithms to capture different types of complex structures.
- The MDnB learning algorithm reports significant performance degradation in the semi-supervised, while in the previous section, it reports significant improvement when learning MDnB structures. It denotes that the MDnB learning algorithm is very specific, it obtains very good results while dealing with problems with an underlying MDnB structure, but when the generative models are a bit complex, its rigid structure makes the algorithm lead to very sub-optimal solutions.
- In this comparison, the MDTAN algorithm also shows very poor performances in the semi-supervised framework. In addition, from the numerical results (means), it seems to be closer to the uni-dimensional approaches rather than to the multi-dimensional ones.
1.3.5 Behaviour of the learning algorithms in the semi-supervised framework

After showing the potential of semi-supervised learning, we are going to check whether statistical differences exist among the semi-supervised classifiers: not only between the multi-dimensional approaches, but also among the uni-dimensional ones. Specifically, we use Friedman test [7] with a Shaffer’s static post-hoc test with $\alpha = 0.1$ as recommended in [9]. The test results are represented by means of critical difference diagrams [7], which show the mean ranks of each algorithm across all the domains in a numbered line. If there is no statistically significant difference between two algorithms, they are connected in the diagram by a straight line.

![Critical Difference Diagram](image)

Figure 1: Accuracy ranking using both labelled and unlabelled data for the different algorithms on the 20 artificial datasets, $\alpha = 0.05$.

From the critical difference diagram (see Figure 1), we confirm the sensations extracted from the previous sections and deduce that, in the semi-supervised framework, clearly the multi-dimensional classifiers outperform the uni-dimensional techniques, with the exception of the MDTAN classifier.

1.4 General conclusions

From the experimental results shown in this report, the following major conclusions, that answer the experimental questions, can be extracted:

1. As happens in the uni-dimensional framework [3], when using the real structure to semi-supervisely learnt multi-dimensional classifiers, the unlabelled data always helps.

2. There is a tendency to achieve better classifiers in terms of joint accuracy in the semi-supervised framework when the used multi-dimensional algorithm can reach the generative structure.
3. In the uni-dimensional approaches, performance degradation occurs in the semi-supervised framework. This is probably due to the fact that the uni-dimensional approaches are not able to match the actual multi-dimensional structure of the problems.

4. Although there are small differences between the uni-dimensional and the multi-dimensional approaches in the supervised framework (only the MD 2/2 and MD 2/3 report statistical differences), in the semi-supervised framework, these differences grow larger (except for the case of the MDTAN learning algorithm, the rest of the multi-dimensional approaches report statistical differences).

5. In the semi-supervised framework, clearly the multi-dimensional classifiers outperform the uni-dimensional techniques, with the exception of the MDTAN classifier.

6. The MDnB learning algorithm [13] is very specific, it obtains very good results when dealing with problems with an underlying MDnB structure, but when the generative models are more complex, its rigid structure makes the algorithm lead to very sub-optimal solutions.


8. The MD \( J/K \) learning algorithms have great flexibility to capture different types of complex structures that results in an improvement in terms of joint accuracy in the semi-supervised framework.
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Abstract—In recent years, the performance of semi-supervised learning has been theoretically investigated. However, most of this theoretical development has focused on binary classification problems. In this paper, we take it a step further by extending the work of Castelli and Cover [1] [2] to the multi-class paradigm. Particularly, we consider the key problem in semi-supervised learning of classifying an unseen instance into one of $K$ different classes, using a training dataset sampled from a mixture distribution and composed of $l$ labelled records and $u$ unlabelled examples. Even under the assumption of identifiability of the mixture and having infinite unlabelled examples, labelled records are needed to determine the $K$ decision regions. Therefore, in this paper, we first investigate the minimum number of labelled examples needed to accomplish that task. Then, we propose an optimal multi-class learning algorithm which is a generalisation of the optimal procedure proposed in the literature for binary problems. Finally, we make use of this generalisation to study the probability of error when the binary class constraint is relaxed.

Index Terms—Semi-supervised learning, probability of error, labelled and unlabelled samples, multi-class classification.

I. INTRODUCTION

THROUGHOUT recent years, the problem of learning from both labelled and unlabelled observations has been of practical relevance. In many applications, an enormous amount of unlabelled examples is available with little cost, whilst obtaining enough labelled examples to learn a classifier may be costly and time consuming. In such cases, semi-supervised learning (SSL) [3] appears to be a tool that is able to obtain accurate classifiers in such circumstances.

Within the state-of-the-art literature, SSL has been empirically and theoretically studied. Regarding the practical applications, it has been used to tackle (i) binary problems [4], (ii) problems with multiple class values [5], or even (iii) multi-dimensional problems [6], where several multi-class variables have to be predicted simultaneously. The probability of error of SSL has also been theoretically investigated. However, the scope of the studied problems does not cover the entire range of the practical applications. The majority of the theoretical works proposed in this area have mainly focussed on standard binary problems [1] [2] [7] [8]. To the best of our knowledge, only in [9], is multi-class framework explicitly tackled; yet, it has been studied with a slightly different perspective as how it is in this paper. Moreover, most of the works assume the datasets have a large enough number of labelled observations [8] [9], which is an unnatural situation in this scenario.

For those reasons, we think that it is interesting and demanding to generalise several of the theoretical findings of the state-of-the-art literature in SSL binary problems to the scenarios where there are more than two classes, concentrating on the cases where the number of labelled observations is minimal. However, as we show throughout the whole paper, the previous state-of-the-art studies do not straightforwardly work for multi-class problems, so there are several theoretical gaps that must be covered.

Therefore, in order to allow a potential enlargement of the scope of the theoretically studied SSL problems, in this paper, we first perform an exhaustive review of the previous theoretical findings. It is focussed on the frameworks utilised in each study, the feasibility of their conclusions to the multi-class frameworks and the remaining open questions found in them. So, guided by this, we contribute with a natural extension to the multi-class paradigm of the SSL binary framework already proposed by Castelli and Cover [1] [2]. This extension is performed by addressing the following issues:

• First, the proposal of an optimal theoretical SSL algorithm able to work in the multi-class framework: PC$_{SSL}$ (Permutation of Components in Semi-Supervised Learning). It is a natural extension of the optimal procedure proposed in [1] and [2] for binary problems.

• Even under the assumption of having $\infty$ unlabelled records and identifiability of the decision regions, labelled samples are still needed to determine the labels of the $K$ decision regions. However, what is the minimum number of labelled records needed to uniquely determine the decision regions? In the case of binary problems, just one labelled datum is needed [1]. In the multi-class scenario, however, the calculation of this value becomes more complex. For that reason, in this paper, we define and calculate $l_K$ as the expected minimum number of labelled records to uniquely determine those $K$ decision regions.

• A formula to calculate the probability of error, $P_e(l, \infty)$ (given $l$ labelled instances and an infinite number of unlabelled records), for SSL problems where the binary constraint is relaxed and the pairwise intersections among the decision regions are empty. When the regions are non-mutually disjoint, upper and lower bounds are given for $P_e(l, \infty)$, generalising the statements of [1] [2] to the multi-class scenario. In both scenarios, $P_e(l, \infty)$ decreases to the Bayes error exponentially fast in $l$.

The rest of the paper is structured as follows: In Section II, the notation, the properties and the proposed multi-class framework are introduced. Then, the state-of-the-art literature
is reviewed in Section III. Section IV reviews the framework proposed in [1] and [2] for binary problems, highlighting the issues that must be solved before extending it. Our algorithm PC$_{\text{SSL}}$ is proposed in Section V. In that section, the Voting learning procedure [9], the recently proposed multi-class approximated method, is also introduced. In Section VI, the problem of determining the minimum number of labelled records needed to determine the decision regions in the multi-class framework is tackled. Whilst Section VII is devoted to the calculation of the probability of error in the SSL multi-class scenario, in Section VIII, we carry out an empirical experimentation on the contributions of this paper. Then, the issue of extending the contributions of this paper to practical SSL is approached in Section IX. Finally, Section X provides a summary of the paper.

Furthermore, due to the limited space, some appendices are placed in a separated document available to download from our website\textsuperscript{1}. There, Appendix A contains mathematical proofs for the less crucial theorems. Appendix B presents supplementary experimental results. Finally, Appendix C shows the source code used to ensure the replicability of the exposed studies.

II. GENERAL NOTATION AND FRAMEWORK

Firstly, we introduce the multi-class framework which will be used throughout the rest of the paper and which has been borrowed and extended from that proposed by Castelli and Cover in the key works [1] and [2] for binary problems.

A. Framework

As we want to study the optimal probability of error $P_{\text{e}}(l, u)$ of classifying the instance $(x^{(0)}, c^{(0)})$ in the SSL multi-class scenario having $l$ labelled instances and $u$ unlabelled records, the following framework is proposed: Let $D = L \cup U$, the set of $l$ labelled examples $\{(x^{(1)}, c^{(1)}), \ldots, (x^{(l)}, c^{(l)})\}$ and $U$, the set of $u$ unlabelled examples $\{x^{(1)}, x^{(2)}, \ldots, x^{(u)}\} = \{x^{(m)}\}_{m=1}^{u}$. Due to the fact that the applications of SSL deal with very few labelled examples and a huge amount of unlabelled data ($l/u \sim 0$) [3], the theoretical studies usually make the reasonable assumption of having $l > 0$ labelled and $\infty$ unlabelled records. Moreover, with this assumption and by proposing an optimal learning algorithm, we can establish a fundamental limit in the performance of any existing SSL multi-class algorithm. Therefore, unless otherwise specified, we assume that $u = \infty$. Then, let the class labels $\{c^{(n)}\}_{n=1}^{l}$ be $l$ i.i.d. random values where the prior probability of observing a class $c_i$ is $\eta_i = P(C = c_i) > 0$, $i = 1, \ldots, K$ and $\sum_i \eta_i = 1$. We also assume that each observation $x \in L$ is i.i.d. according to a mixture component $f(x|C = c_i; \theta_i) \in F$, where $F$ is a function set containing the mixture components of a mixture density. There, $\theta_i$ stands for the set of the parameters of the mixture component $i$, being $\theta = (\theta_1, \theta_2, \ldots, \theta_K)$ the vector of the parameters of the whole mixture. For simplicity of notation, henceforth, we denote $f(x|C = c_i; \theta_i)$ by $f_i(x)$. Then, we define the mixture joint density, which generates the labelled samples, as

$$f(x, c) = \sum_{i=1}^{K} \eta_i f_i(x) \mathbb{1}(c = c_i),$$

(1)

where the function $\mathbb{1}(c = c_i)$ is 1 if $c = c_i$, and 0 otherwise, i.e. each mixture component models just one class value.

The infinite unlabelled samples appear to be i.i.d. random variables distributed according to the mixture density given by

$$f(x) = \sum_{i=1}^{K} \eta_i f_i(x)$$

(2)

and which corresponds to the marginal of $f(x, c)$ on $x$.

Let $(x^{(0)}, c^{(0)})$ be a instance to be classified and distributed according to the joint density (1). As we want to infer $c^{(0)}$ from the observation $x^{(0)}$, when $\forall i, f_i(x)$ and $\eta_i$ are known, the optimal classifier is given by the Bayes decision rule (BDR)

$$c^{(0)} = \arg \max_i \eta_i f_i(x^{(0)})$$

(3)

with a corresponding probability of error

$$e_B = 1 - \sum_{i=1}^{K} \eta_i \int_{R_i} f_i(x) dx,$$

(4)

which is called the Bayes error and is the highest lower bound of the probability of error of any classification rule. There, $R_i = \{x: \eta_i f_i(x) - \max_{i' \neq i} \eta_{i'} f_{i'}(x) > 0\}$

(5)

is the region where $\eta_i f_i(x)$ is maximum and so the instances are assigned to the class $c_i$. However, this classifier cannot be used in practise as, in general, $f_i(x)$ and $\eta_i$ are unknown.

B. Identifiability

Having an infinite amount of unlabelled examples ($u = \infty$) available is equivalent to knowing $f(x)$, i.e. the mixture density can almost surely be recovered from the unlabelled data [1]. So, in order to be able to take advantage of the information provided by the unlabelled data, in this framework, we assume that the mixture $f(x)$ is identifiable, i.e. the components of the mixture $f_i(x), \ldots, f_K(x) \in F$ and the class priors $\eta_1, \ldots, \eta_K$ can be uniquely decomposed from the density function. This assumption is well-grounded since it holds for most of the well-known distributions. In the continuous case and having a finite $K$, $f(x)$ is identifiable iff $F$ is said to be linearly independent [10]. i.e. for real constants $\alpha_i, i = 1, 2, \ldots, K$,

$$\sum_{i=1}^{K} \alpha_i f_i(x) = 0 \implies \forall i, \alpha_i = 0.$$

Particularly, it has also been shown that the mixtures of univariate Gaussian, Gamma, exponential, Cauchy and Poisson functions are identifiable iff there are no empty components ($\forall i, \exists x$ s.t. $f_i(x) \neq 0$), and there are not two components with the same parameters ($\forall i \neq j, \exists x$ s.t. $f_i(x) \neq f_j(x)$). In general, discrete distributions are not identifiable, except for
the case of binomial and multinomial distributions. They are identifiable if $K < \infty$ [11] [12] [13].

C. Probability of error in the absence of labelled examples

Next, if the generative model is identifiable, we can recover all the single-component distributions and all the class priors of the generative model from just the unlabelled data. However, it is only identifiable up to a permutation $\pi$ of its single-components. That is, in a scenario of absence of labelled data, each recovered component can be labelled with a conventional name $j$ which does not necessarily coincide with the real label $i$ of the component. This permutation can be defined as $\pi = (\pi(1), \ldots, \pi(K)) \in S_K$, where each element $\pi(j) = i$ denotes that the $j$-th decomposed component distribution, i.e. $f_{\pi(j)}(x)$, is associated to the $i$-th class value, and $S_K$ represents the set of all possible component-label correspondences. Then, the mixture distribution (eq. (2)) can be expressed as follows:

$$f(x) = \sum_{i=1}^{K} \eta_i f_i(x) = \sum_{j=1}^{K} \eta_{\pi(j)} f_{\pi(j)}(x),$$

where $\pi_c$ is the unknown correct correspondence between real labels $i$ and decomposed components $j$, which cannot be determined without labelled records. Generalising the conclusions of [3] for binary problems, it can be seen that, by means of the infinite unlabelled records, the set containing all the possible models which can generate the data is reduced to just only a set containing $K!$ possibilities (where the real generative model is included). Unfortunately, without labelled data, this reduction is pointless, as shown in the following theorem:

**Theorem 1. (Probability of error with no labelled data)** The probability of error of classifying a new sample $(x(0), e(0))$ of a $K$-class problem with any classifier learnt with no labelled examples and any $u \geq 0$ number of unlabelled samples coincides with the probability of error of the random classifier, which is equal to

$$P_e(0, u) = e_0 = \frac{(K - 1)}{K}, \; \forall u \geq 0. \quad (6)$$

Then, in SSL, the use of several labelled examples is crucial. Only for $l > 0$, the unlabelled records influence the reduction of the probability of error.

III. LITERATURE REVIEW

The probability of error of SSL has been investigated in the literature. Throughout recent years, several key results have been presented on this topic. Although these papers theoretically approach SSL by means of different frameworks and under different assumptions, their findings are equivalent in most of the cases. In the following paragraphs, we taxonomise these theoretical proposals into three different subsets assumed in the SLL community (a summary can be found in Table I):

1) Papers which deal with correct models, i.e. the semisupervisely learned models match the generative models,
2) works in which incorrect models are assumed, i.e. the models do not match the generative distribution, and
3) papers dealing with imperfect models, i.e. those models which, despite not matching the generative models perfectly, have a presumably small error.

Although incorrect models and imperfect models have been clearly defined in the literature, they are almost equivalent. Neither of them match the generative distribution of the data which causes performance degradation of the learned classifiers. The subtle difference relies on the perspective of the authors towards them. While the authors who deal with incorrect models only perceive the degradation of the performance, the authors dealing with imperfect models study the impact of the difference between the generative and learnt models on the resulting error, or they even try to improve the safeness of SSL techniques. In the following paragraphs, we review several contributions to these three different approaches.

A. Correct models

1) Ratsaby and Venkatesh [7]: The authors try to shed some light on the question “How many unlabelled examples is each labelled example worth?” under the Probably Approximately Correct (PAC) learning framework. Their goal is to determine how the error rate depends on the sample sizes $l$ and $u$, and on the dimensionality $n$. In order to achieve this goal, several assumptions are made: (1) Learning the correct model.

2) Two-class multivariate Gaussian mixture problem with equal unit variance matrices $(\theta_i = \{\mu_i, I\})$. (3) Equiprobable class priors, i.e. $\eta_i = 1/2$. (4) $x$ is $n$-dimensional.

With the aim of reaching a rough measure on the value of one labelled example in terms of unlabelled samples, the authors calculate how many unlabelled records must be added to a supervised algorithm to remove just one labelled record while keeping a similar error. The result is the following:

$$\frac{u_{\text{SSL}}}{l_{\text{SUP}} - l_{\text{SSL}}} = \epsilon^3 \delta \log n,$$

where $u_{\text{SSL}}$ is the number of unlabelled examples in a semi-supervised problem, $l_{\text{SUP}}$ is the number of labelled instances in a purely labelled problem, $l_{\text{SSL}}$ is the number of labelled examples in the semi-supervised problem, $z$ is a constant, $\epsilon$ is the upper bound of the error with at least $(1 - \delta)$ confidence, and $n$ is the dimensionality. They conclude that unlabelled data are extremely helpful due to the fact that they reduce the demands on the number of labelled examples. Then, each labelled datum is more valuable and the probability of error decreases exponentially fast in $l_{\text{SSL}}$, not polynomially fast in $l_{\text{SUP}}$, as happens in supervised learning.

2) Castelli and Cover [1] [2]: The same conclusion as in the previous work is reached but from the perspective of the decision theory framework and by weakening several assumptions. The detailed explanation of their findings can be found in Section IV.

\footnote{Note that, by the assumptions of an infinite number of unlabelled examples and identifiability, our paper relies on this category.}
TABLE I: Summary of the theoretical SSL state-of-the-art literature (MC = multi-class).

3) **Zhang and Oles [14]:** The authors address the problem of the value of unlabelled data, i.e. how unlabelled records help in reducing the probability of error, by analysing their efficacy in the estimation of the parameters of the model. They argue that unlabelled examples have a positive impact on the efficacy of the estimations of the real model parameters \( \theta \), in the cases of combining both (1) parametric generative models defined as \( p(x,c|\theta) = p(x|\theta)p(c|x, \theta) \), and (2) SSL techniques where a classifier is trained with labelled and unlabelled data in an iterative manner. Then, the authors claim that under the correct model assumption, adding unlabelled data always helps because Fisher information is increased:

\[
I_{(l+u)}(\theta) = I_l(\theta) + I_u(\theta),
\]

where \( I_{(l+u)}(\theta) \) is the Fisher information of \( \theta \) using both labelled and unlabelled subsets, \( I_l(\theta) \) using the labelled subset, and \( I_u(\theta) \) using the unlabelled data.

4) **Cohen et al. [4]:** The authors address the question of whether unlabelled data always helps. By means of Bayesian network classifiers (naive Bayes and tree augmented naive Bayes models), they focus on the convergence of the semi-supervised maximum likelihood estimator of the model, \( \theta^* \). They argue that the limiting value of the MLE, as the number of labelled and unlabelled records increases, is a linear combination of the supervised and unsupervised expected log-likelihood functions:

\[
\theta^* = \arg \max \left[ \beta E[\log p(c, x|\theta)] + (1-\beta)E[\log p(x|\theta)] \right],
\]

where \( \beta \) is the probability of sampling labelled data, i.e. the ratio of the amount of labelled and unlabelled observations. They conclude that unlabelled examples always improve the performance when the correct model assumption is met, and may degrade it when the opposite happens.

B. Incorrect models

1) **Yang and Priebe [15]:** Under the assumption of learning the correct model, SSL techniques seem to work appropriately. However, when this requirement is not met, performance degradation may occur in the classifiers as unlabelled examples are introduced. Therefore, in order to study the degradation, the authors define \( \theta^*_l \) as the limiting value of the supervised MLE (as the number of labelled data increases) of the real model parameters \( \theta \), and \( \theta^*_u \) as the limit of the unsupervised MLE (as the number of unlabelled records increases) of \( \theta \), assuming that the generative model is a finite Gaussian mixture model (\( \theta_i = \{\mu_i, \sigma_i\} \)) and the estimators exist under mild regularity conditions. First, the authors corroborate the achievements of [1] when the correct model assumption is met by proving that both limits tend to the same parameter value. However, when the learnt model is misspecified, the supervised and the semi-supervised MLE parameters may converge to different values, i.e. \( \theta^*_l \neq \theta^*_u \). They also state that for any fixed finite \( l \) or \( l \to \infty \), as \( l/u \to 0 \), the limit of the maxima of the semi-supervised likelihood parameters is the unsupervised MLE limit \( \theta^*_u \), and degradation may appear: If \( P_e(f(x, c|\theta^*_l)) < P_e(f(x, c|\theta^*_u)) \), then for a given misspecified model, \( \exists \), s.t.

\[
\lim_{u \to \infty} P_e(l, u) = P_e(f(x, c|\theta^*_l)) < P_e(f(x, c|\theta^*_u)) > 0.
\]

That is, for incorrect models, SSL yields degradation with positive probability as \( u \to \infty \).

C. Imperfect models

1) **Sinha and Belkin [8]:** The authors focus on the situation when the correct model assumption is only satisfied to a certain degree of precision, either because the assumed model is correct but the dataset is imperfect or because the assumed
model does not follow the generative model. For the purpose of this paper, we aim for the latter case. There, \( \epsilon \) is defined as a perturbation size, i.e. a rough measure that indicates to what extent the true model differs from the assumed model.

It is proved that, under the assumption of having two equiprobable spherical Gaussian mixture components as generative models, as labelled examples are added to a training set with infinite unlabelled records, the probability of error is reduced exponentially in the number of labelled examples (as argued in previous works) but only until \( \epsilon_B + \epsilon \). After that, the perturbation \( \epsilon \) is only reduced polynomially fast in \( l \). Moreover, they also state that, for a positive perturbation size, there is a number of unlabelled examples that beyond which any extra additions do not decrease the probability of error.

2) Chen and Li [9]: Although the authors extend the findings of [8] by assuming an imperfect model, it is better to remark their efforts to theoretically deal with the multi-class framework. Under the correct model assumption, they show that labelled examples reduce the probability of error exponentially fast, as happens in binary problems. They also proposed an approximated algorithm (called Voting) that can utilise the unlabelled data efficiently, i.e. achieving a fast convergence rate. Although, to the best of our knowledge, it is the only theoretical algorithm proposed for the multi-class framework, it does not achieve the optimal probability of error as we demonstrate throughout the paper.

IV. SEMI-SUPERVISED LEARNING IN BINARY PROBLEMS

In this section, we review the key works [1] and [2] highlighting why new strategies must be adopted in the multi-class scenario since they cannot be straightforwardly generalised.

A. Obtaining the binary classifier

Under the assumptions of (i) learning the correct model, (ii) having the unlabelled samples distributed according to the identifiable mixture density \( f(x) = \eta_1 f_1(x) + \eta_2 f_2(x) \), and (iii) having \( f_1(\cdot) \), \( f_2(\cdot) \), \( \eta_1 \), and \( \eta_2 \) (= 1 − \( \eta_1 \)) unknown, the authors define a procedure (see Algorithm 1) to obtain the optimal binary classifier in SSL.

Algorithm 1 Optimal theoretical procedure for SSL binary problems [1] [2]

1: LEARNING TASK:
   • Stage 1 Use unlabelled set \( U \) to obtain \( f(x) \) and, by identifiability, a permutation of its components \( f_{\pi(1)}(\cdot) \), \( f_{\pi(2)}(\cdot) \), \( \eta_{\pi(1)} \), and \( \eta_{\pi(2)} \).
   • Stage 2 By means of the likelihood ratio test and the labelled set \( L \), determine the correspondence between the real classes and the current mixture components: \( \hat{\pi}(1) = 1 \) and \( \hat{\pi}(2) = 2 \), or \( \hat{\pi}(2) = 1 \) and \( \hat{\pi}(1) = 2 \).

2: CLASSIFICATION TASK:
   • Stage 3 Assign the sample \( x^{(0)} \) to the class induced by the BDR using the learned model.

The procedure can be divided into two major parts: (a) the learning task, where a model is learnt using the training dataset \( D \), and (b) the classification task, where the unseen instances are classified according to the previously learnt model. The learning task is split into two stages. First, the components of the mixture are identified by means of the unlabelled subset \( U \) (Stage 1), and then, the labelled subset \( L \) is used in the likelihood ratio test to assign a class to each component (Stage 2). Finally, the classification task is composed of just one stage, namely Stage 3, in which the BDR is used to determine the class of the unseen instance given the assignment of the two previously made mixture components.

According to [1], this procedure is optimal, i.e. it achieves the highest lower bound of the probability of error of any semi-supervised classifier, since all the three stages are optimal. By means of identifiability and the correct model assumption, the recovered components are a permutation of the components of the unknown real model. The likelihood ratio test is optimal for two simple hypotheses and the BDR (eq. (3)) is the optimal classification rule. Unfortunately, this optimal procedure cannot be directly transferred to the multi-class scenario. Although, both Stage 1 and Stage 3 can be straightforwardly used to deal with \( K \geq 2 \) classes, the optimality of Stage 2 can only be guaranteed for \( K = 2 \). In the multi-class framework, new procedures must be proposed for Stage 2 as we need to deal with more than two simple hypotheses. In Section V, we tackle this problem.

B. Minimum number of labelled examples

Labelled records are needed to correctly determine the correspondence between the classes and the decomposed mixture components (Stage 2 of Algorithm 1). But, how many labelled examples are needed to carry out such a task?

It is shown in [1] that, for the case of \( K = 2 \), just one labelled example is enough. Once the two components have been identified (as \( f_{\pi(1)}(\cdot) \) and \( f_{\pi(2)}(\cdot) \)) in Stage 1, with just one labelled datum \( (x, c_i) \), the correspondence \( \pi \) can be, correctly or incorrectly, uniquely determined. By means of the likelihood ratio test (Stage 2), the component that is maximum \( f_{\pi(j)}(\cdot) \) in the region \( R_j \) where the instance lies is labelled with the label of the instance \( (\pi(j) = i) \). Then, the other component is labelled by a process of elimination. But is just one labelled example enough to assign a label to each component in the multi-class paradigm? The answer is no. With more than two classes and a labelled datum, we can only identify just one component, the one where the datum seems to belong to. For the rest of the components, there is not enough information in the subset \( L \). So, how much labelled data is needed to uniquely determine the correspondence \( \pi \) of a \( K \) class problem? We deal with this issue in Section VI.

C. Probability of error

Under the proposed binary framework, the probability of error, \( P_e(l, u) \), is calculated in [1]. First of all, the authors prove for the case of binary problems that \( P_e(0, u) = 1/2, \forall u \geq 0 \) (Theorem 1). Then, they stated that with infinite labelled examples the Bayes error is reached \( P_e(\infty, u) = \epsilon_B, \forall u \geq 0 \), and that the probability of error of having just one labelled example and no unlabelled data is \( P_e(1, 0) \leq 2\eta_1\eta_2 \leq 1/2 \).
After all these specific scenarios, the authors make use of Algorithm 1 to study the value of \( P_{\varepsilon}(l, \infty) \). First, they analyse the case of \( P_{\varepsilon}(1, \infty) \), where only one labelled datum plus infinite unlabelled records are available. Under the correct model assumption and by identifiability, Stage 1 cannot lead to a classification error. Therefore, in this case, a classification error only occurs when either Stage 2 or Stage 3 yields an incorrect answer, i.e., either (i) the classes of the mixture components are reversed or either (ii) the BDR misclassifies the instance. When both Stage 2 and Stage 3 result in wrong answers (the classes of the mixtures are reversed and the BDR misclassifies the instance), both mistakes cancel each other out in the 2-class scenario. Let the event \( A \triangleq \{ \text{error in Stage 2} \} \), then \( P(A) = e_B \) and the probability of error is calculated as:
\[
P_{\varepsilon}(1, \infty) = P(\varepsilon(0) \neq e(0)) = P(\varepsilon(0) \neq e(0) | A)P(A) + P(\varepsilon(0) \neq e(0) | \bar{A})P(\bar{A}) = (1 - e_B)e_B + e_B(1 - e_B) = 2e_B(1 - e_B).
\]
In general, for the case of \( l \) labelled examples, the authors follow a similar reasoning to the calculation of \( P_{\varepsilon}(1, \infty) \), i.e., determining when an error is committed in just one of the two previously exposed stages (Stage 2 and Stage 3). However, in this general case, \( P(A) \) does not coincide with \( e_B \), and therefore it must be calculated. Under these premises, they reach the conclusion that the probability of error is:
\[
P_{\varepsilon}(l, \infty) - e_B = \exp\{-lZ + o(l)\},
\]
where \( Z = -\log\left\{ 2\sqrt{1/l} l \right\} \) and \( \frac{1}{\sqrt{2\pi}} \int \sqrt{f_1(x)f_2(x)}dx \) is the Bhattacharyya distance between the densities \( f_1(x) \) and \( f_2(x) \) multiplied by a term equal to \( \log(2\sqrt{\pi/l}) \). In [2], they extend their work to the case of \( u < \infty \), reaching to:
\[
P_{\varepsilon}(l, u) - e_B = O\left(\frac{1}{u}\right) + \exp\{-lZ + o(l)\}.
\]
The authors conclude that, in the case of binary problems, it turns out that unlabelled samples are only polynomially valuable, whilst labelled samples are exponentially valuable in reducing the error. So then, what is the probability of error, \( P_{\varepsilon}(l, \infty) \), when the binary constraint is relaxed? Does this conclusion still hold in those cases? In Section VII, our main objective is to address these.

V. SEMI-SUPERVISED MULTI-CLASS LEARNING STRATEGIES

Guided by the aforementioned concerns, we now tackle the first of them: proposing a strategy for Stage 2 which is able to determine a correspondence \( \pi \) by using a labelled set \( \mathcal{L} \) with \( K \geq 2 \) classes, i.e., to assign each mixture component to a specific class. In this subsection, we first introduce Voting [9] as the only method for Stage 2 where the binary constraint is relaxed which has already been proposed in the literature. However, since it does not make optimal usage of the data, we propose PC\(_{\text{SSL}}\), an optimal multi-class learning strategy for Stage 2, which is a natural extension and generalisation of the one proposed by [1]. So, in the studied scenario, the whole multi-class procedure remains as can be seen in Algorithm 2.

### Algorithm 2 Theoretical procedure for SSL multi-class problems

1. **LEARNING TASK:**
   - **Stage 1** Use unlabelled set \( \mathcal{U} \) to obtain \( f(x) \) and, by identifiability, a permutation of its components \( (f_{\pi(j)}(\cdot)) \), and \( \eta_{\pi(j)}, j = 1, ..., K \).
   - **Stage 2** Use the labelled set \( \mathcal{L} \) to determine the correspondence between the classes and the mixture components, i.e., the permutation of the components \( \hat{\pi} \), by means of the semi-supervised multi-class learning procedure: (i) Voting [9], or (ii) our proposal \( \text{PC}_{\text{SSL}} \).

2. **CLASSIFICATION TASK:**
   - **Stage 3** Assign the sample \( x^{(0)} \) to the class induced by the BDR using the learned model.

A. Voting

In [9], the authors propose Voting as a simple method to determine the permutation \( \pi \) by extending the majority vote method for binary problems [16] to the multi-class framework.

There, it is assumed that the regions \( R_j \) (see equation 5) are known by identifiability, and that the observations of \( \mathcal{L} \), i.e., \( \{x^{(1)}, x^{(2)}, ..., x^{(l)}\} \), can be split into \( K \) different subsets named \( \mathcal{L}_i \), for \( i = \{1, ..., K\} \), such that, each \( \mathcal{L}_i \) stands for the set containing all the observations in \( \mathcal{L} \) of the class value \( c_i \). Under these premises, the learning method is as follows: First, it counts the labels in each region and then, assigns the permutation which maximises the total number of counts. Formally, it can be defined as follows:
\[
\hat{\pi}_v = \arg \max_{\pi} V(\pi; \mathcal{L}) = \arg \max_{\pi} \sum_{i=1}^{K} \left| \mathcal{L}_i \cap R_{\pi^{-1}(i)} \right|.
\]
where \( \left| \mathcal{L}_i \cap R_{\pi^{-1}(i)} \right| \) is the number of examples of class \( c_i \) found in the region \( R_{\pi^{-1}(i)} \). Although Voting is asymptotically optimal (as \( l \to \infty \)), it does not make optimal usage of the dataset when \( l \) is relatively small, the natural domain for SSL.

B. \( \text{PC}_{\text{SSL}} \)

Due to the aforementioned drawbacks of the Voting procedure, we propose a new theoretical SSL strategy which makes optimal usage of the labelled data. It is named \( \text{PC}_{\text{SSL}} \) (Permutation of Components in Semi-Supervised Learning), and it uses the principle of maximum likelihood to determine the label permutation \( \hat{\pi} \) of the previously decomposed components. It not only coincides with the method for Stage 2 of Cover and Castelli for \( K = 2 \) ([1] and [2]), but also it is a natural extension of that method to the multi-class framework. Formally, the learning strategy is as follows:
\[
\hat{\pi}_p = \arg \max_{\pi} L(\pi; \mathcal{L}) = \arg \max_{\pi} \prod_{i=1}^{K} \prod_{x \in \mathcal{L}_i} \eta_i f_{\pi^{-1}(i)}(x).
\]

Briefly, \( \text{PC}_{\text{SSL}} \) works as follows: it returns the correspondence \( \pi \) between the classes and the identified components with the highest likelihood function \( L(\pi; \mathcal{L}) \). The following theorem proves the optimality of our proposal:
Theorem 2. (Optimality of PCSSL) PCSSL is an optimum learning procedure for Stage 2 of Algorithm 2.

Proof: Let \( \pi^* = \arg \max_\pi P(\pi|\mathcal{L}) \) be the BDR for classifying a labelled subset into one of the \( K! \) different possible permutations. Since it is the optimal classifier, PCSSL can be proved to be optimum if both classifiers are equivalent, i.e. \( \pi^* = \pi_p, \forall \mathcal{L} \). To prove this statement, we reduce the BDR to PCSSL by rewriting the optimal rule as

\[
\pi^* = \arg \max_\pi \Pr\{\pi, \mathcal{L}\} = \arg \max_\pi f(\mathcal{L}|\pi)P(\pi),
\]

where the notation \( \Pr\{\cdot\} \) is used to omit measure-theoretical details for the sake of clarity. Regarding \( f(\mathcal{L}|\pi) \), as \( \max \) measures of disjoint events are independent and fixing \( \pi \), we reach the conclusion that it is equal to the likelihood:

\[
f(\mathcal{L}|\pi) = \prod_{i=1}^K \eta_i f(\mathcal{L}_i|\pi) = \prod_{i=1}^K \prod_{x \in \mathcal{L}_i} \eta_i f(x|\pi^{-1}(i))
\]

Concerning the model priors \( P(\pi) \), it is reasonable to assume them to be uniformly distributed (as in the key work of Cover and Castelli [1]), which holds when the components are indexed in a random uniform manner. Therefore,

\[
\pi^* = \arg \max_\pi f(\mathcal{L}|\pi)P(\pi) = \arg \max_\pi L(\pi; \mathcal{L}) = \pi_p
\]

C. Computational complexities of both procedures

While the solution of eq. (7) (Voting) and eq. (8) (PCSSL) for a given \( \mathcal{L} \) can be straightforwardly obtained by an exhaustive search over the \( K! \) factorial permutations, this process can be simplified, in terms of computational complexity, by rewriting both equations as linear assignment problems and, then, using the Hungarian [22] to find the solution. Therefore, we consider \( n_{ij}^L = |\mathcal{L}_i \cap R_j| \) as the cost matrix for a Voting strategy where each element \( n_{ij}^L \) represents the number of labelled examples with class value \( i \) appearing in \( R_j \) and \( N^P = \sum_{x \in \mathcal{L}} \log f(x|\pi^{-1}(i))(x) \). The square matrix representing the cost matrix of PCSSL, where each element \( n_{ij}^P \) is the log-likelihood of labelled examples with class value \( i \) regarding the component \( f_{\pi^{-1}(i)} \). Then, by applying the Hungarian algorithm over these cost matrices, the optimal assignment of \( \pi \) of labels, given a cost matrix, is achieved in polynomial time \( O(K^3) \). This transformation also solves the original ambiguity of Voting; in [9], further details are not provided about how Voting deals with the ties.

VI. MINIMUM NUMBER OF LABELED EXAMPLES

SSL is usually applied in domains where labelled data are very expensive and/or difficult to obtain, but crucial (eq. (6)). For that reason, we think it is necessary to tackle the second issue of Section IV: the minimal number of labelled data needed in Stage 2 of Algorithm 2 to unambiguously determine a permutation. Under the proposed framework, this issue can be translated into the calculation of the minimum number of labelled data needed to uniquely determine one possible permutation \( \pi \) without leaving any possibility to chance. Note that, when there is ambiguity, \( e_\pi \) cannot be reached.

As stated, in binary problems, just one labelled example is enough. It can also be easily seen that, in general, \((K - 1)\) labelled instances with different label values are needed to do so and the remaining component is determined by a process of elimination. However, we cannot ensure having \((K - 1)\) different labels in a particular labelled set \( \mathcal{L} \) due to the randomness of the data [17]. Hence, for multi-class problems, expectations must be taken. We need to calculate \( l_K \), i.e. the expected minimum number of instances needed to have a labelled set with \((K - 1)\) different class values among them.

A. The expected minimum number of labelled examples

First, we determine \( l_K \) under the assumption of having all class priors equiprobable. This calculation is given by:

Theorem 3. (Minimum number of labelled examples) Let the family of mixtures \( \mathcal{F} \) be linearly independent. Let \( K \leq \infty \) be the number of classes and the number of mixture components. Let the class priors be equiprobable, i.e. \( \forall i, \eta_i = \eta = 1/K \). Then, the expected minimum number of labelled instances needed to uniquely determine the class labels of the \( K \) components of a mixture is:

\[
l_K = \begin{cases} 
1 & \text{if } K = 2 \\
\sum_{j=2}^{K-1} (-1)^j \binom{K}{j} (j-1) \times 
\left( \frac{K-j}{K} \right)^{(K-2)} \left( K - 1 + \frac{2}{j} \right) & \text{if } K > 2
\end{cases}
\]

Figure 1a shows the growth of \( l_K \) for \( K = \{2, \ldots, 80\} \) when the priors are equiprobable, i.e. \( \eta_i = 1/K, \forall i \). It can be seen that it grows linearly in the number of classes \( K \). This growth is due to the fact that this assumption among the priors is a hard constraint for the minimum labelled examples required. However, we want to remark the main benefit of calculating \( l_K \) for equiprobable priors: it is the lower expected bound of labelled examples needed for any possible configuration of \( K \) different class priors. For that reason, in practise, the study of \( l_K \) gains great importance for high values of \( K \), such as in the recently proposed highly multi-class scenario [18], where \( K > 1,000 \). In [18], the authors deal with the problem of image classification in a supervised manner. However, since huge amounts of unlabelled images can be easily gathered, it is a matter of time to make use of unlabelled data in highly multi-class problems, as in [4] [19]. For such problems, \( l_K \) can be of vital importance for being a lower bound of the required labelled data. As an illustration, Table II presents, for each dataset used in [18], its correspondent \( l_K \).

B. Relations between the class priors and \( l_K \)

Now, we relax the assumption of equiprobability. In the first place, we start calculating \( l_K \) for ternary problems:
Figure 1: Minimal number of labelled data, $l_K$.

Table II: $l_K$ for highly multi-class problems [18].

<table>
<thead>
<tr>
<th>Problem</th>
<th>$K$</th>
<th>$l_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16K ImageNet</td>
<td>15,589</td>
<td>143,911</td>
</tr>
<tr>
<td>22K ImageNet</td>
<td>21,841</td>
<td>208,992</td>
</tr>
<tr>
<td>21K WebData</td>
<td>21,171</td>
<td>201,921</td>
</tr>
<tr>
<td>97K WebData</td>
<td>96,812</td>
<td>1.07 × 10^6</td>
</tr>
</tbody>
</table>

Theorem 4. (Minimum labelled examples for ternary problems) Let $f(x)$ be identifiable and let $K = 3$ be the number of classes with priors $\eta_i > 0$, $\sum_{i=1}^{3} \eta_i = 1$. Then, the expected minimum number of labelled instances needed to uniquely determine the class labels of the components of the mixture is

$$l_3 = 2 + \sum_{i=1}^{3} \frac{\eta_i^2}{1 - \eta_i}.$$  (10)

When we want to determine $l_K$ for $K \geq 4$ with non-equiprobable class priors, it becomes intractable. Therefore, in order to avoid such a combinatorial explosion and to obtain an idea of the evolution of $l_K$ with respect to the priors, we perform an empirical study to determine the growth of $l_K$ when the class priors are non-equiprobable for the cases $K = \{2, \ldots, 10\}$; We generate a population of size 50,000 independent samplings by a Dirichlet distribution with all its $K$ hyper parameters set to 1. Since the Dirichlet distribution is the conjugate of the multinomial distribution [20], each sample of the population represents a vector of class prior probabilities $\eta = (\eta_1, \ldots, \eta_K)$ uniformly distributed along the domain of $\eta$. Then, for each sample $\eta$, we calculate $l_K$ by means of a Monte Carlo method by averaging the minimum number of instances needed to have $(K-1)$ different classes over 10,000 independent samplings. In order to be able to show the results in a two-dimensional figure, we also calculate the variance of each sample $\eta$, i.e. $Var(\eta) = \frac{1}{K} \sum_{i=1}^{K} (\eta_i - \bar{\eta})^2$, where $\bar{\eta} = \frac{1}{K} \sum_{i=1}^{K} \eta_i$. Note that the variance is highly correlated to the degree of imbalance among the priors. Then, Figure 1b shows the result of this simulation; how $l_K$ grows as the variance is increased. There, it can be seen that the lowest value of $l_K$ for every $K$ always fits with the equiprobability ($Var(\eta) = 0$), and from that point all the $l_K$ values exponentially grow as the variance is increased. Only for $K = 2$, it remains constant. Here, it can be clearly noticed that the multi-class framework is much harder, at least in the number of labelled examples needed, than the binary scenario.

VII. Probability of error in the multi-class framework

In this section, we deal with the last highlighted concern of Section IV; determining the probability of error $P_e(l, \infty)$ in the multi-class scenario under the correct model assumption.

In binary problems, the probability of error is calculated by exploiting the inherent characteristic of Algorithm 1: a classification error happens when either Stage 2 or 3 of Algorithm 1 yields an incorrect answer; but when both stages result in wrong answers, the mistakes cancel each other out [1], [2]. Unfortunately, this characteristic does not apply for the multi-class scenario. Here, the casuistry gets more complex; a classification error also occurs when either Stage 2 or Stage 3 of Algorithm 2 yields an incorrect answer. However, when both stages result in wrong answers, the mistakes do not necessarily cancel each other out. What’s more, most of the mistakes in both stages lead to a final misclassification. Driven by these thoughts, we calculate the probability of error when a determined labelled subset $L$ is given to derive the obtained results to the case when just the number of labelled records $l$ is given. The following lemma formulates the probability of error for any learning procedure for Stage 2, including Voting and PCSSL, when the BDR is applied over a returned permutation:

Lemma 1. Let $L$ be a labelled subset distributed according to a generative model $f(x, c)$. Let the marginal of $f(x, c)$ on $x$ be an identifiable mixture density $f(x) = \sum_{i=1}^{K} \eta_i f_i(x)$ which represents the distribution of the infinite unlabelled records. Let $\pi$ be the correspondence returned by the learning procedure $\Pi(\cdot)$, (Stage 2 of Algorithm 2), and let $R_{\pi^{-1}(i)}$ be defined as in eq. (5). Then, the probability of committing an error in classifying an unseen instance with the BDR after assuming the correspondence $\pi$ is

$$P(e|\pi) = 1 - \sum_{i=1}^{K} \eta_i \int_{R_{\pi^{-1}(i)}} f_i(x)dx.$$  (11)

Although the previous lemma formulates the probability of error of Stage 3 in Algorithm 2 independently of the learning procedure used for Stage 2, we are interested in calculating the probability of error of the whole procedure for a given number of labelled data $l$:

Theorem 5. (Probability of error) The probability of error of classifying an unseen instance in the multi-class scenario,
given \( l \) labelled records and infinite unlabelled records, is\(^5\):

\[
P_e(l, \infty) = \sum_{\pi \in S_K} P(\Pi_l = \pi) P(e|\pi),
\]

(12)

where \( P(\Pi_l = \pi) \) denotes the probability of choosing, using the learning procedure \( \Pi(\cdot) \), the permutation \( \pi \) given \( l \) labelled data (Stage 2 of Algorithm 2) and \( P(e|\pi) \) the probability of misclassification with the BDR after assuming the correspondence \( \pi \) (Stage 3 of Algorithm 2). Finally, \( S_K \) represents the set of all possible permutations of size \( K \) representing all the correspondences between labels and components.

**Proof:** First, we define \( L = \{\mathcal{L} \mid |\mathcal{L}| = l\} \) as the set containing all the possible labelled subsets with cardinality \( l \) and formulate \( P_e(l, \infty) \) as

\[
P_e(l, \infty) = \int_{L} P(e|\mathcal{L})P(\mathcal{L})d\mathcal{L}.
\]

Unfortunately, the number of labelled sets with cardinality \( l \) is infinite (except for the case of \( l = 0 \)). Therefore, we need to rewrite this equation by partitioning \( L \) into several disjoint sets \( \mathbb{L}_\pi \), i.e. \( L = \bigcup_{\pi \in S_K} \mathbb{L}_\pi \), where \( \mathbb{L}_\pi = \{\mathcal{L} \mid \Pi(\mathcal{L}) = \pi\} \), stands for \( \{\mathcal{L} \mid |\mathcal{L}| = l \wedge \Pi(\mathcal{L}) = \pi\} \). Then, by the distribution property, the probability can be rewritten as

\[
P_e(l, \infty) = \sum_{\pi \in S_K} \int_{\mathbb{L}_\pi} P(e|\mathcal{L})P(\mathcal{L})d\mathcal{L}.
\]

In this case, the probability \( P(e|\mathcal{L}), \forall \mathcal{L} \in \mathbb{L}_\pi \), will be equal to the probability of error with zero Bayes error \( (eq. (11)) \) since the returned permutation is \( \pi \). Due to the fact that \( P(e|\pi) \) is constant, it can be extracted as a common factor. Finally, as \( P(\Pi_l = \pi) \) is, by definition \( \int_{\mathbb{L}_\pi} P(\mathcal{L})d\mathcal{L} \), we rewrite the formula as that presented in the theorem.

However, we are interested in calculating, under certain assumptions, the convergence rate of the probability of error in the multi-class framework. When possible, we also calculate a formula depending on \( l \) and \( K \). For that reason, in the following sections we calculate it for two scenarios: (i) when there are no pairwise intersections among the components (ii) when the components intersect among themselves.

**A. Mutually disjoint components**

When the pairwise intersection among the components is empty, there is no chance of committing an error using the BDR in the supervised scenario, i.e. \( e_B = 0 \). However, in the SSL framework, a classification error may occur when the correspondence \( \pi \) is determined (Stage 2).

In order to calculate the error, we take advantage of the main property of this scenario; with just one labelled datum of the class \( c_i \) in the labelled subset, we can unequivocally determine \( \pi_c(i) \). Therefore, the calculation of the error turns into the calculation of the probability that a certain number \( z \leq \min(K, l) \) of labels appear in \( l \) labelled records. Under the assumption of having all priors equiprobable, the probability of error is calculated based on this reasoning as follows:

\[^5\text{Note that eq. (12) fits with the one proposed for binary problems in \cite{1} (pp. 107, eq. (7)): } P(\Pi_l = \pi_c)P(e|\pi_c) + P(\Pi_l = \pi_e)P(e|\pi_e).\]

\[P_e(l, \infty) - e_B \leq 2 \exp\left\{\frac{-l\lambda^2}{2K}\right\}, \quad (15)\]

where \( \lambda \in (0, 1] \) depends on the degree of intersection among components.
the components of the mixture distribution and is defined by
\[
\lambda = \frac{1}{K} \min_j \left\{ \int_{R_j} f_i(x)dx - \max_{z \neq j} \int_{R_j} f_z(x)dx \right\}. \tag{16}
\]

**Corollary 2.** The probability of error, \( P_e(l, \infty) \), decreases to \( e_B \), at least, exponentially fast in the number of labelled data.

The previous calculi prove that the optimal probability of error converges exponentially fast in \( l \) multiplied by a constant \( \lambda \in (0, 1] \). The latter only depends on the intrinsic characteristics of the components of the mixture; whilst models with mutually disjoint components show a value of \( \lambda = 1 \), models with a high level of overlapping show values of \( \lambda \approx 0 \). Note that, for values of \( \lambda \) close to 0, the decrease of the probability of error will be slower since, in problems with a high intersection of components, the process of discriminating the classes is intricate. In those cases, more labelled data will be required. However, is this upper bound good enough? Can the probability of error decrease faster? To answer these questions, we provide a lower bound of the optimal probability of error assuming the particular scenario of having a model composed by Gaussian mixture components with the same variance, i.e. \( \theta = \{\mu_1, \ldots, \mu_K, \sigma\} \) and each \( \theta_i = \{\mu, \sigma\} \).

**Theorem 8. (Lower bound of the error)** Assuming that the model is a Gaussian identifiable mixture of \( K \) components with the same variance \( \sigma \) and equiprobable priors. Let \( \delta_M \) be the largest distance between the means of two components \( Q(\cdot) \) a polynomial of degree 3, Then, the probability of error for non-disjoint components is lower bounded by
\[
P_e(l, \infty) - e_B \geq \frac{K!(1 - e_B) - (K - 1)!}{(1 + \exp\{Q(\frac{\delta_M}{\sigma} \sqrt{l})\})^{(K-1)}}. \tag{17}
\]

It can be easily noticed that, in the case of assuming a Gaussian mixture, both bounds are quite close, leaving not much room for improvement in the upper bound; they converge exponentially fast in \( l \) to \( e_B \). Note also that, in this scenario, \( \delta_M \in (0, \infty) \) plays the role of the constant \( \lambda \) in the general solution; values of \( \delta_M \) close to zero represent problems with a high intersection of components and a slower decrease of the probability of error. This can give us an idea that the optimal probability of error without any assumptions on the model will also converge exponentially fast, not faster. In the general case, it cannot decrease faster than this specific scenario.

**VIII. EXPERIMENTAL STUDIES**

In the previous sections, we have proposed an optimal learning procedure, PC_{SSL}, for the multi-class problem in the SSL scenario. By Theorem 2, when the correct model assumption is met, any learning procedure, including the previously proposed Voting strategy [9], will achieve an upper or equal probability of error than PC_{SSL}. However, under the same assumption, does PC_{SSL} significantly outperform Voting, or do both algorithms share a similar probability of error? Moreover, another interesting question arises in this framework; how does PC_{SSL} behave when the correct model assumption is not met?

To answer these questions a generative model with the following characteristics is assumed: since it must be simply enough to be able to fully interpret the results and complex enough to be able to represent real world problems, we assume a generative model composed by \( K \) univariate Gaussian identifiable mixture components with unit variances and whose means are separated by a fixed factor \( \delta \in \mathbb{R} \), i.e. \( \theta_i = \{\mu_i, \sigma_i\} \), where \( \mu_i = \delta(i - 1) \) and \( \sigma_i = 1 \). This factor determines the degree of overlapping among the classes. Also, we assume equiprobable class priors.\(^4\) Regarding the learning procedures, we make use of both PC_{SSL} and Voting, as they are, to the best of our knowledge, the only two theoretical procedures proposed in the literature for this problem. The behaviour of both learning procedures is simulated by a Monte Carlo method; the probability of error of each procedure and each value of \( l \) is estimated by averaging the resulting probability of error over 10,000 independent trials (labelled datasets).\(^5\)

Then, the first experiment is carried out to address the first question, i.e. determining whether a significant difference between PC_{SSL} and Voting exists. To do so, we have studied the behaviour of both procedures assuming the previous generative model for values of \( K \) equal to \{3, 4, 5, 6\}. However, due to the limiting space, in this paper, we only show the results for the ternary problems. Higher values of \( K \) can be found in Appendix B. Specifically, the probability of error of both PC_{SSL} \( (P_e^P(l, \infty) = P_e(l, \infty)) \) and Voting \( (P_e^V(l, \infty)) \) learning algorithms has been calculated for \( l = \{0, \ldots, l_{max}\} \) for three different levels of intersection among the components, \( \delta = \{0.25, 1, 5\} \). These three different \( \delta \) values can be assumed to correspond to complex, medium and easy problems.

Figure 3 shows the behaviour of the probability of error for PC_{SSL} and Voting as \( l \) increases in the studied ternary problem. Specifically, the different levels of intersection \( \delta = \{0.25, 1, 5\} \) are represented by Figure 3a, Figure 3b, and Figure 3c, respectively. All the figures share the same shape. The \( x \)-axis represents the number of labelled data \( l \) and the \( y \)-axis represents the excess of risk of both procedures \[2\], i.e. \( P_e^P(l, \infty) - e_B \) or \( P_e^V(l, \infty) - e_B \). Note that, the \( x \)-axis is differently scaled for each problem due to the fact that complex problems require more labelled data (eq. (15)). Moreover, since \( e_B \) varies for different values of \( \delta \), the \( y \)-axis is also not equally scaled for the three scenarios. The corresponding Bayes error values for each \( \delta = \{0.25, 1, 5\} \) are \( e_B = \{0.6004, 0.4114, 0.0083\} \), respectively. Then, the upper decreasing curve (grey colour) is the excess of risk of Voting and the lower decreasing curve (black colour) corresponds to PC_{SSL}. The vertical line is \( l_K \). As can be seen, the experiment coincides with the theoretical advances proposed in the paper: (i) the probability of error of both learning algorithms decreases exponentially fast in \( l \) (Theorem 7) and PC_{SSL} always dominates Voting. It always achieves a lower (or equal) probability of error (Theorem 2). (ii) When \( e_B \sim 0 \), i.e. higher values of \( \delta \), both algorithms behave similarly in

\(^4\)Note that if we consider unequal standard deviation, multivariate features, other geometry or non-normal probability densities, it may not be possible to perform all the calculations, e.g. the Bayes error.

\(^5\)For the sake of honesty, the same datasets are sampled for each procedure and each set of parameters. Moreover, the cases where the correspondence cannot unambiguously be determined are equally resolved for both procedures.
terms of probability of error (Theorem 6). (iii) In the opposite case, i.e. when $\delta$ is small, the room for improvement is quite narrow (e.g. $e_0 - e_B \sim 0.06$, for $\delta = 0.25$) and the complexity of the problem is really high. There, the probability of error of any algorithm will show a slower decrease in $l$ (Theorem 7 and 8) and more labelled data will be required to achieve the best classifier. (iv) Finally, the results show that $e_B$ is never achieved with less than $l_K$ labelled examples (Theorem 3).

In order to properly quantify the magnitude of the absolute difference between the two theoretical SSL procedures, we also introduce Figure 4. There, the differences between the probabilities of error of both Voting and PC$_{SSL}$ are shown for each $l$. Figures 4a, 4b, and 4c represent the previously defined complex, medium and easy problems, respectively. The $y$-axis in each figure is scaled between 0 and the highest difference found in the simulation. In general, the differences between the procedure show a similar shape throughout the problems. First, the difference between the probability of error of both theoretical procedures is 0 for both $l = 0$ (Theorem 1) and $l = 1$. After that, it grows until a determined value of $l$. Finally, beyond that point, the difference starts to decrease to 0, the point where Voting reaches $e_B$. Additionally, the results also reveal that, although the absolute differences vary for determined values of $\delta$, the relative differences (w.r.t. the available room for improvement, i.e. $e_0 - e_B$) are greater for lower values of $\delta$. Then, we can conclude that PC$_{SSL}$ achieves a much better relative performance than Voting for low values of $\delta$.

Appendix B shows that the results for that higher values of $K$ ($l_{max} = 50$) are similar to $K = 3$. The main difference is that, for higher multi-class problems, the behaviour of $K = 3$ is horizontally stretched when $l > 1$ due to the fact that both procedures need a higher value of $l$ to reach $e_B$.

The second experiment is devoted to studying the behaviour of PC$_{SSL}$ when the correct model assumption is not fulfilled, that is, when there is not enough unlabelled data to make a good estimation of the mixture density. To do so, we simulate that an incorrect model is obtained by a simple mechanism: the learnt model is also a $K$ univariate Gaussian identifiable mixture components with unit variances and whose means are separated by a fixed factor $\delta$. The class priors of this problem are also equiprobable. However, it is shifted a $\nu$ factor to the left. In this setting, $\nu$ varies in an arithmetic progression with a fixed difference of 0.25 from 0 to 5. Figure 5 sums up the behaviour of PC$_{SSL}$ for $K = 3$ and $\delta = 2.5$ (similar behaviours are found for different configurations). There, the black curve represents the correct model ($\nu = 0$), the grey curves correspond to different values of $\nu > 0$ (lower lines represent lower values of $\nu$), and the horizontal dashed line is $e_B$. As can be seen, when this assumption does not hold, $e_B$ can no be reached. When there is a slight difference among the models, reasonable performance can still be achieved, and the
labelled data exponentially reduces the probability of error up to a difference $\epsilon$ between the asymptotic value of $P_{\text{SSL}}$ and $\epsilon_B$ [8]. This asymptotic value coincides with the unsupervised MLE, discussed in [15]. However, when $v$ grows, the reduction displays a more linear behaviour and the difference $\epsilon$ becomes higher. At the extreme, here $v = 5$, the probability of error, practically remains constant in $l$. This means that, in extreme cases of model misspecification, $P_u(l, u), \forall l, u \sim (K - 1)/K$, i.e. the use of the labelled data does not reduce the probability of error [4] [15].

IX. REMARKS ON THE PROBLEM-SOLVING IN SEMI-SUPERVISED LEARNING AND OPEN CHALLENGES

Although our main aim is to theoretically study the probability of error in the multi-class scenario, we want not only to discuss the potential impact of the theories presented in the designing of new practical learning algorithms, but also some challenges appearing in both theoretical and practical SSL scenarios. Thus, imagine we want to face a real-world problem using the theoretical advances presented in this paper. There, we basically face three different key questions:

1) **How much unlabelled data should we gather?** Throughout the paper, we highlight the importance of the labelled records; if the correct assumption is met, they always help in making the labelled examples to reduce the probability of error faster than in supervised learning [4]. When $u = \infty$, the generative model can almost surely be recovered, therefore, the correct model assumption is met. However, in practical SSL, $u$ is always finite. Moreover, there are also generative models which are not identifiable or, even, they do not follow mixture densities. For these practical cases, more general assumptions are used in order to support that the correct model can be learned. The assumptions are the following: smoothness assumption, cluster assumption and manifold assumption$^9$ [3]. However, these assumptions are hard to check in practise. They can only be tested by a trial-and-error procedure. If these assumptions are not met, the use of unlabelled data cannot guarantee any significant advantages over learning a purely supervised learning problem [23], so SSL techniques are not a good choice to solve the problem. In the opposite case, unlabelled data may help the performance of the classifier. There, we recommend the use of as much unlabelled data available so that a solid estimation of the generative model can be obtained by the learning algorithm and the correct model assumption can be met. Provided we have a good estimation of the model we can overtake, or even mitigate, the problems shown in the second experiment (incorrect model ass.). We emphasise that the problem of meeting the correct model assumption is still a challenging crucial issue. Another possible challenge for future work regarding the unlabelled data could be solved by [8], but assuming the correct model: Is there any number beyond which any extra additions of unlabelled data do not decrease the probability of error? In other words, which real number, in practise, corresponds to the infinite number of unlabelled records, broadly used in theoretical works.

2) **How much labelled data is required?** In order to avoid making assumptions about the generative model, when the labelled data are neither expensive nor difficult to obtain, we strongly believe that supervised learning techniques are more appropriate. In the opposite case, if the correct model assumption is met, we have proved that, in general, $\epsilon_B$ is never achieved for labelled sets with a cardinality lower than $l_K$ as expressed in Theorem 3. This holds true independently of the degree of imbalance and the degree of intersection among the components. Therefore, a higher number of labelled records must be collected. However, when the degree of imbalance grows, more labelled are required for the same purpose ($l_K$ for non-equiprobable priors). Analogously, for problems with a high intersection, the decrease of the probability of error is slower and, although $l_K$ expects that $\epsilon_B$ can be reached, a much higher number of labelled data is probably required to reach it. So, we can conclude that this question is still a challenging issue. For this reason, we think that it is interesting, in the future, propose sample complexities for $l$, not only on the unbalanced degree of the priors, but also on the complexity and dimensionality of the feature space. Sample complexities seem to be crucial in SSL, where labelled data are scarce.

3) **Which SSL learning procedure can be used?** In cases where the family of the generative model is known and the number of unlabelled examples is enough to obtain a good estimation, Algorithm 2 can be directly applied to the problem. There, both $P_{\text{SSL}}$ and Voting [9] can be used as learning procedures. However, $PC_{\text{SSL}}$ seems to be a more appropriate choice, not only due to its theoretical properties, but also for matching the time complexity of Voting. On the contrary, when the family of the generative model is unknown, we cannot use the generative densities. In those cases, we can use the theoretical advances of this paper to design a practical algorithm for Stage 2. For problems with linear decision boundaries, such as the Gaussian classification of the experiments, a simple procedure for determining the components can be proposed based on the nearest-centroid classifier [24]. However, instead of classifying the data, the labelled samples can be used to determine the label of the centroids. Formally, by sphering each centroid and classifying it according to the class values of the labelled data in that sphered space. In a manner analogous to the theoretical methodology proposed in this paper, in this very case, we can also follow a Voting methodology by counting the majority class of labelled data in the sphered space or the $PC_{\text{SSL}}$, determining the minimum distance in the possible permutations. This can be another interesting potential future work; proposing practical learning procedures for both linear and non-linear decision boundaries. Finally, and within this framework, it could be also interesting to investigate a competitive, or even optimal, procedure to correctly specify the classifier, using labelled data, when the correct model assumption is not met, similarly to [8] and [9].

X. CONCLUSION

In this paper, we perform a study on the SSL multi-class framework, since most of the works deal with just binary
problems [1] [2]. For that reason, we take it a step further by extending the work of Castelli and Cover [1] [2] to the multi-class paradigm. Particularly, we consider the key problem in SSL of classifying an unseen instance $x^{(i)}$ into one of $K$ different classes, using a training dataset composed of $l$ labelled records and $u = \infty$ unlabelled examples. However, the previous studies do not straightforwardly work for multi-class problems, so, in this paper, we make three main contributions: (i) PC$_{SSL}$, an optimal theoretical multi-class learning algorithm for SSL problems, is proposed. (ii) We investigate the expected minimum number, $l^*_K$, of labelled data needed to determine the $K$ decision regions. (iii) We study the optimal probability of error when the binary constraint is relaxed, concluding that labelled data exponentially reduces the probability of error. A discussion on the impact of our proposals in solving real-world problems finalises the paper.
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1 Appendix A. Mathematical proofs

This appendix provides the mathematical proofs of the theoretical results in our paper “Semi-supervised multi-class classification problems with scarcity of labelled data: A theoretical study”

1.1 Theorem 1

Theorem 1. (Probability of error with no labelled data) The probability of error of classifying a new sample \((x^{(0)}, c^{(0)})\) of a \(K\)-class problem with any classifier learnt with no labelled examples and any \(u \geq 0\) number of unlabelled samples coincides with the probability of error random classifier. In both cases, it remains constant to

\[
P_e(0, u) = e_0 = \frac{(K - 1)}{K}, \forall u \geq 0. \tag{1}
\]

Proof.

- When \(f(x)\) is unknown: When there are not enough unlabelled records \((u < \infty)\) to determine the mixture density (and its components), the class \(c^{(0)}\) of the unseen distance must be determined by the uniformly random classifier. In such a case, let the event \(A\) be defined as the probability of correctly choosing the right class for \(c^{(0)}\) over a choice of \(K\) different classes; \(P(A) = 1/K\). Then, the probability of committing an error is

\[
P_e(0, u) = 1 - P(A) = \frac{(K - 1)}{K}, \forall u < \infty.
\]

- When \(f(x)\) is known: With \(\infty\) unlabelled examples, the mixture is identifiable up to a permutation \(\pi\) of the components. Let the observation \(x^{(0)}\) be drawn from the \(j\)-th decomposed component, \(f_{\pi(j)}(\cdot)\), \(i\) the unknown true label such that \(\pi(c^{(j)}) = i\), and let us define the following two events:

\[
B_1 \triangleq \{\eta_{\pi(i)}f_{\pi(i)}(x^{(0)}) - \max_{j \neq j'} \eta_{\pi(i)}f_{\pi(i)}(x^{(0)}) > 0\}
\]

\[
B_2 \triangleq \{\eta_{\pi(i)}f_{\pi(i)}(x^{(0)}) - \max_{j \neq j'} \eta_{\pi(i)}f_{\pi(i)}(x^{(0)}) < 0\}
\]

\(B_1\) is the event which represents achieving a correct answer in the application of the Bayes decision rule over \(x^{(0)}\) and \(B_2\) represents the opposite- By the definition, \(P(B_1) = (1 - e_B)\) and \(P(B_2) = e_B\). Then, the probability of error is

\[
P_e(0, \infty) = P(\hat{c}^{(0)} \neq c^{(0)}) = 1 - P(\hat{c}^{(0)} = c^{(0)}) = 1 - P(\hat{c}^{(0)} = c^{(0)}|B_1)P(B_1) - P(\hat{c}^{(0)} = c^{(0)}|B_2)P(B_2) = 1 - P(\pi_a)(1 - e_B) - P(\pi_a)e_B.
\]

\(1\)This holds true independently of the value of the class priors \(\eta_1, \ldots, \eta_K\).
where $\pi_a$ and $\pi_b$ are two permutations such that $\pi_a(j) = i$ and $\pi_b(j') = i$. As no labelled data are provided to determine the correspondence $\pi$, it has to be randomly chosen. Then, the probability of choosing those permutations is $P(\pi_a) = P(\pi_b) = (K-1)!/K! = 1/K$. After substituting these probabilities in the previous formula and after some algebra, we obtain the same expression:

$$P_e(0, \infty) = \frac{(K - 1)}{K}.$$ 

\[ \square \]

### 1.2 Theorem 2

**Theorem 2. (Optimality of PCSSL)** $PC_{SSL}$ is an optimum learning procedure for Stage 2 of Algorithm 2.

**Proof.** The proof of this theorem can be found in the manuscript. \[ \square \]

### 1.3 Theorem 3

**Theorem 3. (Minimum number of labelled examples)** Let the family of mixtures $\mathcal{F}$ be linearly independent. Let $K \leq \infty$ be the number of classes and the number of mixture components. Let the class priors be equiprobable, i.e. $\forall i, \eta_i = \eta = 1/K$. Then, the expected minimum number of labelled instances needed to uniquely determine the class labels of the $K$ components of a mixture is:

$$l_K = \begin{cases} 
1 & \text{if } K = 2 \\
\sum_{j=2}^{K-1} (-1)^j \binom{K}{j} (j-1) \times & \text{if } K > 2 \\
\times \left( \frac{K - j}{K} \right)^{K-2} \left( K - 1 + \frac{(K-j)}{j} \right) & 
\end{cases}$$

\( (2) \)

**Proof.** The proof for $K = 2$ can be found in [1]. For higher values of $K$, let $L_K$ be a random variable representing the minimum number of instances needed to obtain examples of $(K - 1)$ different classes. Assuming equiprobability, $P(L_K = l)$, for $l \geq (K - 1)$, is a fraction whose numerator is the number of favourable cases and whose denominator is the number of all possible cases:

$$P(L_K = l) = \frac{P_K S_2(l - 1, K - 2)}{PR_{K,l}},$$

where $P_K$ is the number of permutations of $K$ elements, $S_2(\cdot, \cdot)$ is the Stirling number of second kind, and $PR_{K,l}$ is the number of $l$-permutations of $K$ elements with repetition (formulae in [2]). Then, we calculate the expectation of the random variable $L_K$ in $l$ as $l_K = E[L_K] = \sum_{l=K-1}^{\infty} l P(L_K = l)$. After some algebra, we reach equation (2), for $K > 2$. \[ \square \]
1.4 Theorem 4

**Theorem 4.** *(Minimum labelled examples for ternary problems)* Let \( f(x) \) be identifiable and let \( K = 3 \) be the number of classes with priors \( \eta_i > 0 \), \( \sum_{i=1}^{3} \eta_i = 1 \). Then, the expected minimum number of labelled instances needed to uniquely determine the class labels of the components of the mixture is

\[
l_3 = 2 + \sum_{i=1}^{3} \frac{\eta_i^2}{1 - \eta_i}.
\]  

**(3)**

**Proof.** Let \( L_3 \) be a random variable representing the minimum number of instances needed to obtain two different labels. Assuming each class \( c_i \) has a prior \( \eta_i \) and \( \sum_{i=1}^{3} \eta_i = 1 \), \( P(L_3 = l) \) has the following form:

\[
P(L_3 = l) = \eta_1^{(l-1)}(1 - \eta_1) + \eta_2^{(l-1)}(1 - \eta_2) + \eta_3^{(l-1)}(1 - \eta_3).
\]

Which stands for the probability of having \((l - 1)\) labelled examples of one class, and just one example of one of the two other classes. Then, we calculate the expectation of \( L_3 \) in \( l \).

After some algebra, we reach the equation (3).

1.5 Lemma 1

**Lemma 1.** Let \( L \) be a labelled subset distributed according to a generative model \( f(x, c) \). Let the marginal of \( f(x, c) \) on \( x \) be an identifiable mixture density \( f(x) = \sum_{i=1}^{K} \eta_i f_i(x) \) which represents the distribution of the infinite unlabelled records. Let \( \pi \) be the correspondence returned by the learning procedure \( \Pi(\cdot) \), *(Stage 2 of Algorithm 2)*, and let \( R_{\pi^{-1}(i)} \) be defined as

\[
R_{\pi^{-1}(i)} = \{x : \eta_{\pi^{-1}(i)} f_{\pi^{-1}(i)}(x) - \max_{i' \neq i} \eta_{\pi^{-1}(i')} f_{\pi^{-1}(i')}(x) > 0\}.
\]

Then, the probability of committing an error in classifying an unseen instance with the BDR after assuming the correspondence \( \pi \) is

\[
P(e|\pi) = 1 - \sum_{i=1}^{K} \eta_i \int_{R_{\pi^{-1}(i)}} f_i(x) dx.
\]  

**(4)**

**Proof.** According to Algorithm 2, a correct prediction occurs depending on whether the optimal classification rule, which assumes a learnt correspondence \( \pi \), over the unseen instance \( x \), hits the real class value \( (c_i) \). If the region where \( f_i(x) \) is maximum is \( R_j \) (it holds that \( i = \pi_c(j) \)), there are only two cases in which the real class is correctly predicted:

- **Case 1:** if \( x \in R_j \) \( \land \pi(j) = i \)
- **Case 2:** if \( x \in R_{j' \neq j} \) \( \land \pi(j') = i \)
As can be seen, in both cases, the region to where \( \mathbf{x} \) belongs can be named as \( \pi_{-1}(i) \), which is equal to \( j \) in Case 1, and to \( j' \) in Case 2. Therefore, the probability of correctly classifying \( \mathbf{x} \) is just the probability of \( \mathbf{x} \) being in the region labelled as \( i \), i.e. \( R_{\pi_{-1}(i)} \) and this formula can be easily generalised to all the possible values of \( i \) in the range \( \{1, \ldots, K\} \) as:

\[
P(\bar{e}|\pi) = \sum_{i=1}^{K} \eta_i \int_{R_{\pi_{-1}(i)}} f_i(\mathbf{x}) d\mathbf{x},
\]

After that we can reach formula (4) taking into account that the probability of error is the opposite to the probability of a correct classification, \( P(\bar{e}|\pi) = 1 - P(e|\pi) \).

1.6 Theorem 5

**Theorem 5. (Probability of error)** The probability of error of classifying an unseen instance in the multi-class scenario, given \( l \) labelled records and infinite unlabelled records, is:

\[
P_e(l, \infty) = \sum_{\pi \in S_K} P(\Pi_l = \pi) P(e|\pi),
\]

where \( P(\Pi_l = \pi) \) denotes the probability of choosing, using the learning procedure \( \Pi(\cdot) \), the permutation \( \pi \) given \( l \) labelled data (Stage 2 of Algorithm 2) and \( P(e|\pi) \) the probability of misclassification with the BDR after assuming the correspondence \( \pi \) (Stage 3 of Algorithm 2). Finally, \( S_K \) represents the set of all possible permutations of size \( K \) representing all the correspondences between labels and components.

**Proof.** The mathematical proof of this theorem is in the manuscript.

1.7 Theorem 6

**Theorem 6. (Probability of error with zero Bayes error)** Let the mixture density \( f(\mathbf{x}) \) be an identifiable mixture. Let \( K \) be the number of classes and the number of mixture components. Let the class priors be equiprobable, i.e. \( \forall i, \eta_i = \eta = \frac{1}{K} \). Then, the probability of error \( P_e(l, \infty) \), given \( l > 0 \) labelled records and infinite unlabelled records when the components are mutually disjoint is given by:

\[
P_e(l, \infty) = \sum_{z=1}^{\min(K-2,l)} \frac{P_{K,z}S_2(l,z)}{PR_{K,l}} \left(1 - \frac{z+1}{K}\right),
\]

where \( P_{K,z} \) and \( PR_{K,l} \) are the number of \( z \)-permutations without repetition and \( l \)-permutations with repetition of \( K \), respectively. \( S_2(l,z) \) is the Stirling number of 2nd kind[2].

Note that eq. (5) fits with the one proposed for binary problems in [1] (pp. 107, eq. (7)): \( P(\Pi_l = \pi_c)P(e|\pi_c) + P(\Pi_l = \bar{\pi}_c)P(e|\bar{\pi}_c) \).
To determine the probability of error, we just need to calculate the probability of finding $z \leq \min(K, l)$ different labels in $l$. When $z \geq (K - 1)$ (see definition of $l_K$) we reach the real model, so, the probability of error is $e_B$, which is zero. Therefore, we can define the probability as follows:

$$P_e(l, \infty) = \sum_{z=1}^{\min(K-2,l)} P(\Psi_l = z)P(e|z),$$

(7)

where $\Psi_l$ is a random variable representing the number of different labels, $z$ in $l$ and $P(e|z)$ is the probability of committing a classification error knowing the real correspondence of $z$ labels with their components.

Regarding $P(\Psi_l = z)$, as all the priors are equiprobable; it is a fraction whose numerator is the number of selecting just $z$ classes of $K$ multiplied by the way of ordering them, and whose denominator is the number of all possible cases:

$$P(\Psi_l = z) = \frac{P_{K,z}S_2(l, z)}{PR_{K,l}}.$$  

Then, $P(e|z)$ can be decomposed into the sum of the probability of misclassifying when we find a particular label among the labelled subset and the probability of misclassifying it when we do not have that label to identify a mixture: $P(e|z) = \Pr\{i \in z\} \times \Pr\{e|i\} + \Pr\{i \notin z\} \times \Pr\{e|i\}$, where $\{i \in z\}$ corresponds to the event that the unseen instance has the same label as one of the labels that appears in the labelled subset, $\{i \notin z\}$ is the opposite, and $\Pr\{e|i\}$ is the probability of misclassifying an instance of class $i$. By solving the previous formula, we obtain that $P(e|z)$ is equal to

$$\frac{z}{K} \times 0 + \frac{K-z}{K} \times \frac{(K-z)! - (K-z-1)!}{(K-z)!} = 1 - \frac{z+1}{K}. \quad (8)$$

Finally, by substituting the calculations of $P(\Psi_l = z)$ and $P(e|z)$ in equation (7), we reach formula (6).

1.8 Corollary 1

**Corollary 1.** When the components are mutually disjoint, $P_e(l, \infty)$ converges to $0$ exponentially fast in the sense of that

$$o\left(\left(\frac{K-1}{K}\right)^l\right).$$

(9)

**Proof.** It is trivial to calculate the convergence order from the previous theorem. \hfill \Box
1.9 Theorem 7

Theorem 7. (Upper bound of the error) When the components are not mutually disjoint and all the priors are equiprobable, the optimal probability of error of a model composed by $K$ different identifiable mixture components is upper bounded by

$$P_e(l, \infty) - e_B \leq 2 \exp\left\{\frac{-l\lambda^2}{2K}\right\}, \quad (10)$$

where $\lambda \in (0, 1]$ depends on the degree of intersection among the components of the mixture distribution and is defined by

$$\lambda = \frac{1}{K} \min_j \left\{ \int_{R_j} f_i(x)dx - \max_{z \neq i} \int_{R_j} f_z(x)dx \right\}. \quad (11)$$

Proof. Let the Voting learning procedure [3] be defined as the function $\Sigma : L \rightarrow S_K$, where $L \in L$ is the labelled set and $\hat{\pi}_v \in S_K$ is the permutation of components returned by Voting. In [3], the excess of risk of the Voting procedure, $(\varepsilon(\Sigma))$, is defined as

$$E_L\left[ \sum_{j=1}^{K} \int_{R_j} (\eta_{\pi_c(j)} f_{\pi_c(j)}(x) - \eta_{\hat{\pi}_v(j)} f_{\hat{\pi}_v(j)}(x))dx \right] \quad (12)$$

where $E_L[\cdot]$ is the expectation with respect to the labelled sample and, $\pi_c(j)$ and $\hat{\pi}_v(j)$ correspond to the true class and the Voting bet of the $j$-th component, respectively. In that paper, they prove that $\varepsilon(\Sigma) \leq 2 \exp\{-l\lambda^2/2K\}$.

Then, we just need to prove that $P_e(l, \infty) - e_B \leq \varepsilon(\Sigma_l)$. By means of the linearity property of both the integral and the expectation over equation (12), we reach

$$E_L\left[ \sum_{j=1}^{K} \int_{R_j} \eta_{\pi_c(j)} f_{\pi_c(j)}(x)dx \right] - E_L\left[ \sum_{j=1}^{K} \int_{R_j} \eta_{\hat{\pi}_v(j)} f_{\hat{\pi}_v(j)}(x)dx \right].$$

There, the first term is equal to $(1 - e_B)$ since $\pi_c(j) = i$ (equation (4)). Then, the second is equal to $\int_{L} (1 - P(e|L))P(L)dL$ (where Voting is implicitly contained), which, following the same reasoning as in the proof of theorem 5, it is equal to

$$P_e^V(l, \infty) = \sum_{\pi \in S_K} P(\Sigma_l = \pi)P(e|\pi).$$

Note that, here, $P_e^V(l, \infty)$ is used instead of $P_e(l, \infty)$ to denote that the Voting classifier is used, not the optimal one. Then, by Theorem 2 ($P_e^V(l, \infty) \geq P_e(l, \infty), \forall l$), we can reach the conclusion of equation (10); $P_e(l, \infty)$ is upper bounded by $\varepsilon(\Sigma)$, which, in turn, is upper bounded by $2 \exp\{-l\lambda^2/2K\}$. \qed
1.10 Corollary 2

**Corollary 2.** The probability of error, $P_e(l, \infty)$, decreases to $e_B$, at least, exponentially fast in the number of labelled data.

**Proof.** It is trivial to calculate the convergence order from Theorem 7 of the manuscript. □

1.11 Theorem 8

**Lemma 2.** Assuming all the priors to be equiprobable and that the model is a Gaussian identifiable mixture of $K$ components with the same variance ($\sigma$), let $\delta_M$ be the largest distance between the means of two components and let $\Phi(.)$ be the CDF of a standard Gaussian distribution. Then, it holds that

$$\min_{\pi} P(\Pi_l = \pi) \geq \left(1 - \Phi\left(\frac{\delta_M}{\sqrt{l}}\right)\right)^{(K!-1)}. \quad (13)$$

**Proof.** First, $P(\Pi_l = \pi)$ can be rewritten as:

$$\sum_{(l_1, \ldots, l_K) \in \mathcal{G}_K^l} P((l_1, \ldots, l_K)) \times P(\Pi((l_1, \ldots, l_K)) = \pi), \quad (14)$$

which is the decomposition of the probability in terms of the number of labelled examples of each class $c_i$ in $l$, i.e. $l_i, \forall 1 \leq i \leq K$. There, $P((l_1, \ldots, l_K))$ is the probability of having the distribution of labelled samples $(l_1, \ldots, l_K)$ in $l$, $P(\Pi((l_1, \ldots, l_k)) = \pi)$ is the probability of obtaining the permutation $\pi$ with a determined distribution of labelled samples. $\mathcal{G}_K^l$ is the set containing all possible distributions of labels defined as the set containing all the integer partitions of $l$ in exactly $K$ addenda, but including zeros and taking into account the order of addenda. Formally, it is defined as

$$\mathcal{G}_K^l \triangleq \{(\gamma_1, \gamma_2, \ldots, \gamma_K) | \sum_{z=1}^{K} \gamma_z = l \wedge \gamma_z \in \{0, 1, \ldots, l\}, \forall z\}.$$

Then, we define $P(\Pi((l_1, \ldots, l_k)) = \pi)$ in terms of the components of the mixture as

$$P\left(\frac{\prod_{i=1}^{K} \prod_{a=1}^{l_i} \eta f_{\pi^{-1}(i)}(x_a)}{\arg \max_{\tau \neq \pi} \left\{\prod_{i=1}^{K} \prod_{a=1}^{l_i} \eta f_{\tau^{-1}(i)}(x_a)\right\}} \geq 1\right),$$

where $f_j(x)$ is the density function of the component $j$. For simplicity of notation, from now on, we rename the numerator as $f_{\pi}^l$ and the denominator as $\arg \max_{\tau \neq \pi} \{f_{\tau}^l\}$. 
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Then, by defining the permutation $\pi_D$ as the furthest permutation to $\pi_c$, i.e. $\pi_D = \arg \max_\pi \sum_{i=1}^K |\mu_{\pi^{-1}(i)} - \mu_{\pi_c^{-1}(i)}|$, it holds that

$$\min_\pi P\left( \frac{f^l_{\pi}}{\arg \max_{\tau \neq \pi} \{ f^l_\tau \}} \geq 1 \right) = P\left( \frac{f^l_{\pi_D}}{\arg \max_{\tau \neq \pi_D} \{ f^l_\tau \}} \geq 1 \right). \quad (15)$$

As there is no independency between the permutations, we cannot express the second term of the formula (15) as a product of $\pi_D$ being greater than or equal to any other permutation $\tau$. For that reason, we use the chain rule to decompose the formula in such a way that the first term of the chain has, $\forall l > 0$, the lowest probability:

$$P\left( \frac{f^l_{\pi_D}}{\arg \max_{\tau \neq \pi_D} \{ f^l_\tau \}} \geq 1 \right) = P(f^l_{\pi_D} \geq f^l_{\pi_c}) \times \prod_{j=2}^{K^l} P\left( f^l_{\pi_D} \geq f^l_{\pi_j} \mid f^l_{\pi_D} \geq f^l_{\pi_c}, \bigcap_{m=2}^{j-1} f^l_{\pi_D} \geq f^l_{\pi_m} \right). \quad (16)$$

Since we assume a mixture of Gaussian components ($\theta = \{ \mu_1, \ldots, \mu_K, \sigma \}$), doing some calculations over the first term of the chain in formula (16) we reach the conclusion that it is equal to

$$P(f^l_{\pi_D} \geq f^l_{\pi_c}) = 1 - \Phi \left( \frac{1}{2\sigma} \sqrt{\sum_{i=1}^K l_i (\mu_{\pi_D^{-1}(i)} - \mu_{\pi_c^{-1}(i)})^2} \right)$$

and bounded to

$$\geq 1 - \Phi \left( \frac{1}{2\sigma} \sqrt{\sum_{i=1}^K l_i \delta_M^2} \right) = 1 - \Phi \left( \frac{\delta_M}{2\sigma} \sqrt{l} \right). \quad (17)$$

where $\delta_M = \max\{ (\mu_{\pi_D^{-1}(i)} - \mu_{\pi_c^{-1}(i)})^2 \}$ is the largest distance between two means. As equation (17) is, by definition of $\pi_D$, the lowest term in the product of equation (16), we can lower bound it by substituting the product by equation (17) to the $(K! - 1)$ (number of terms in the chain rule) power. Then, substituting this value in equation (14), we reach formula (13): $\min_\pi P(\Pi_l = \pi)$ is greater than or equal to

$$\left( 1 - \Phi \left( \frac{\delta_M}{2\sigma} \sqrt{l} \right) \right)^{(K!-1)} \sum_{G_K^l} 1 \cdot P((l_1, \ldots, l_k)) \cdot \left( \begin{array}{c} 1 \\ G_K^l \end{array} \right). \quad (18)$$

\[\Box\]

**Theorem 8. (Lower bound of the error)** Assuming that the model is a Gaussian identifiable mixture of $K$ components with the same variance ($\sigma$) and equiprobable priors. Let $\delta_M$ be the largest distance between the means of two components and $Q(\cdot)$ a polynomial of degree 3. Then, the probability of error for non-disjoint components is lower bounded by

$$P_e(l, \infty) - e_B \geq \frac{K!(1 - e_B) - (K - 1)!}{(1 + \exp\{Q(\frac{\delta_M}{2\sigma} \sqrt{l})\})^{(K!-1)}}. \quad (19)$$
Proof. First, we decompose formula (10) of the main manuscript as follows:

$$P_e(l, \infty) = P(\Pi_l = \pi_c)P(e|\pi_c) + \sum_{\pi \in S_K \setminus \pi_c} P(\Pi_l = \pi)P(e|\pi).$$

(20)

It can be easily seen that, when \(l\) increases, whilst \(P(\Pi_l = \pi_c)\) grows to 1, the remaining \(P(\Pi_l = \pi_c)\), \(\forall \pi \neq \pi_c\) decrease to 0.

Since \(P(e|\pi_c)\) is, by definition, equal to \(e_B\) and \(P(\Pi_l = \pi_c) = 1 - \sum_{\pi \in S_K \setminus \pi_c} P(\Pi_l = \pi)\), by just substituting equation (13) of the previous lemma in (20) and subtracting \(e_B\) in both terms, we can lower bound the error \((P_e(l, \infty) - e_B)\) by

$$\left(1 - \Phi\left(\frac{\delta_M}{2\sigma}\sqrt{l}\right)\right)^{(K!-1)}(1 - e_B) \sum_{\pi \in S_K \setminus \pi_c} P(e|\pi).$$

(21)

There, we start by calculating \(\sum_{\pi \in S_K \setminus \pi_c} P(e|\pi)\). Note that:

$$\sum_{\pi \in S_K \setminus \pi_c} P(e|\pi) = \sum_{\pi \in S_K} P(e|\pi) - e_B$$

(22)

$$\sum_{\pi \in S_K} P(e|\pi) = K! - \sum_{\pi \in S_K} P(\pi|\pi)$$

(23)

By substituting formula (9) of Lemma 1 (in the manuscript) in equation (23), we obtain

$$\sum_{\pi \in S_K} P(e|\pi) = K! - \sum_{\pi \in S_K} \sum_{i=1}^{K} \frac{1}{K} \int_{R_{i-1}(j)} f_i(x)dx$$

(24)

By distributive property of addition and the fact that \((K - 1)!\) permutations of \(S_K\) share the same element in the same position, formula (24) can be rewritten as

$$\sum_{\pi \in S_K} P(e|\pi) = K! - (K - 1)! \frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{K} \int_{R_{i-1}(j)} f_i(x)dx,$$

where \(j = \pi^{-1}(i)\). Then, we can substitute the result in formula (22) obtaining

$$\sum_{\pi \in S_K \setminus \pi_c} P(e|\pi) = K! - (K - 1)! - e_B.$$ 

(25)

Secondly, as there is no closed form expression for the normal cumulative density function, we approximate \(\Phi(x)\) by an inverse exponential as proposed by Page in [4]:

$$\Phi(x) \sim \Phi_{Page}(x) = 1 - (1 + \exp\{Q(x)\})^{-1},$$

(26)
where $Q(x) = 1.5976x + 0.070565992x^3$ and the absolute error $\epsilon = |\Phi(x) - \Phi_{\text{Page}}(x)| \leq 1.4 \times 10^{-4}, \forall x \geq 0$. Then, by substituting the formulas (26) and (25) in (21) and after some algebra, we reach formula (19).
2 Appendix B. Supplementary data for the empirical study

The results in this supplementary data for $K = \{4, 5, 6\}$ show a similar style to that presented in the manuscript for $K = 3$. The generative model and the strategies used are the same as in Section VIII (manuscript). However, in these problems, we set $l_{\text{max}} = 50$. Whilst Figure 1, Figure 3 and Figure 5 shows the excess of risk of both Voting and $\text{PC}_{\text{SSL}}$ for the values of $K = \{4, 5, 6\}$, respectively, Figure 2, Figure 4 and Figure 6 present the absolute differences between the probability of error of both learning procedures for the respective values of $K = \{4, 5, 6\}$. In each figure, the subfigure (a) stands for complex problems ($\delta = 0.25$), subfigure (b) for problems showing medium complexity ($\delta = 1$) and subfigure (c) shows the performance for easy problems showing a small degree of intersection among the components ($\delta = 5$).

![Figure 1: Probability of error of Voting [3] (upper) and $\text{PC}_{\text{SSL}}$ (lower curve) for $K = 4$ ($l_K = 4.33$).](image1)

(a) Complex ($\delta = 0.25$). 
(b) Medium ($\delta = 1$). 
(c) Easy ($\delta = 5$)

![Figure 2: Absolute differences between Voting [3] and $\text{PC}_{\text{SSL}}$, i.e. $P_e^V(l, \infty) - P_e^P(l, \infty)$, for $K = 4$.](image2)

(a) Complex ($\delta = 0.25$). 
(b) Medium ($\delta = 1$). 
(c) Easy ($\delta = 5$)
(a) Complex ($\delta = 0.25$).
(b) Medium ($\delta = 1$).
(c) Easy ($\delta = 5$).

Figure 3: Probability of error of Voting [3] (upper) and PC$_{SSL}$ (lower curve) for $K = 5$ ($l_K = 6.42$).

(a) Complex ($\delta = 0.25$).
(b) Medium ($\delta = 1$).
(c) Easy ($\delta = 5$).

Figure 4: Absolute differences between Voting [3] and PC$_{SSL}$, i.e. $P^V_e(l, \infty) - P^P_e(l, \infty)$, for $K = 5$.

(a) Complex ($\delta = 0.25$).
(b) Medium ($\delta = 1$).
(c) Easy ($\delta = 5$).

Figure 5: Probability of error of Voting [3] (upper) and PC$_{SSL}$ (lower curve) for $K = 6$ ($l_K = 8.7$).
Figure 6: Absolute differences between Voting [3] and PC$_{SSL}$, i.e. $P^Y_v(l, \infty) - P^P_r(l, \infty)$, for $K = 6$. 

(a) Complex ($\delta = 0.25$).
(b) Medium ($\delta = 1$).
(c) Easy ($\delta = 5$)
3 Appendix C. Source code

The Mathematica package [5] available to download from our website contains the formulae presented in the manuscript. Besides, it also contains some experiments used to study the behaviour of the probability of error of both Voting [3] and PCSSL learning algorithms.

3.1 $l_k$-related functions

1) The function $LKEQ[K]$ calculates the $l_K$ value for a problem with $K$ equiprobable classes. $LKEQ[K]$

   Input parameters:
   
   $K$ Number of classes.

   Output:
   
   A real number, $l_k$.

2) The function $LKEQPlot[maxK]$ prints a figure of the $l_K$ values for problems of $\{1..maxK\}$ equiprobable classes. The Figure 2a of the manuscript has been created with this function. $LKEQPlot[maxK]$

   Input parameters:
   
   maxK Number of classes.

   Output:
   
   Plot in the standard output.

3) $LKPriors[priors, nRep]$ use a Monte Carlo method with $nRep$ repetitions to approximate $l_k$ for a problem with $\text{Length}[priors]$ non-equiprobable priors given by the variable $priors$. $LKPriors[priors, nRep]$

   Input parameters:
   
   priors List containing $K$ class priors.
   
   nRep Number of repetitions.

   Output:
   
   A real number, $l_k$.

4) $LKSampling[K, samplesize, nRep]$ applies $LKPriors[priors, nRep]$ with $nRep$ repetitions over a population of class priors of size $\text{samplesize}$ which are generated from a Dirichlet distribution with all the alpha hyper-parameters equal to 1.
5) The eq. (8) of Theorem 4 corresponds to \( L_3[n_1, n_2, n_3] \). It calculates \( l_3 \) for a ternary problem with priors \( n_1, n_2 \) and \( n_3 \).

6) \( L_3Plot[] \) plots \( L_3[n_1, n_2, n_3] \) assuming that \( n_1 = \eta_1 \) and \( n_2, n_3 = (1 - \eta_1)/(K - 1) \).

3.2 Functions related to the probability of error

7) The function \( \text{ZeroEB}[K, \text{maxL}] \) calculates the probability of error for \( l = 0..\text{maxL} \) for a \( K \)-class problem when there is no intersection among the components.
8) **MCPCSSL[K,distance,sigma,maxL,nRep]** uses a Monte Carlo method with nRep repetitions to approximate $P_e(l, \infty)$ for $l = \{0..\text{maxL}\}$ assuming a mixture of K Gaussian. **distance** represents the distance between the adjacent means and **sigma** is the variance.

---

**Input parameters:**

- $K$ Number of classes.
- **distance** Distance between the means of adjacent components.
- **sigma** Variance of the Gaussian components.
- **maxL** Maximum number of labelled examples.
- **nRep** Number of repetitions for the Monte Carlo method.

**Output:** Summary of results in the standard output.

---

9) The function **MCPCSSLBiased[K,distance,sigma,maxL,bias, nRep]** uses a Monte Carlo method with nRep repetitions to approximate $P_e(l, \infty)$ for $l = \{0..\text{maxL}\}$ assuming a a generative model composed of a mixture of K Gaussian. **distance** represents the distance between the adjacent means and **sigma** is the variance. In this simulation the learnt model is also a mixture of Gaussian components, but they are shifted a factor **bias** to the right, i.e. $\hat{\mu}_i - \mu_i = \text{bias}$. This function corresponds to the second experiment of the manuscript.

---

**Input parameters:**

- $K$ Number of classes.
- **distance** Distance between the means of adjacent components.
- **sigma** Variance of the Gaussian components.
- **maxL** Maximum number of labelled examples.
- **bias** Bias between the learnt and the generative models.
- **nRep** Number of repetitions for the Monte Carlo method.

**Output:** Summary of results in the standard output.

---

10) **MCVOTING[K,distance,sigma,maxL,bias, nRep]** uses a Monte Carlo method with nRep repetitions to approximate the probability of error of Voting for $l = \{0..\text{maxL}\}$ assuming a mixture of K Gaussian. **distance** represents the distance between the adjacent means and **sigma** is the variance.
11) **MCComparison**\([K, \text{distance}, \text{sigma}, \text{maxL}, \text{bias}, \text{nRep}]\) uses a Monte Carlo method with \(\text{nRep}\) repetitions to approximate the probability of error of both PC\(_{\text{SSL}}\) and Voting for \(l = \{0, \ldots, \text{maxL}\}\) assuming a mixture of \(K\) Gaussian. \text{distance} represents the distance between the adjacent means and \text{sigma} is the variance.

### Input parameters:
- **\(K\)\)**: Number of classes.
- **\(\text{distance}\)**: Distance between the means of adjacent components.
- **\(\text{sigma}\)**: Variance of the Gaussian components.
- **\(\text{maxL}\)**: Maximum number of labelled examples.
- **\(\text{nRep}\)**: Number of repetitions for the Monte Carlo method.

### Output:
Summary of results in the standard output.

### 3.3 Examples of the executions of the package

Figure 7 and Figure 8 shows two executions of the package to calculate \(l_K\) and \(l_3\).
Figure 7: An example of the use of the $l_k$-related functions.
Figure 8: An example of the calculation of $l_3$.

Figure 9 shows an example of how, in cases of mutually non-intersecting components, the probability of error is calculated.
Figure 9: An execution of ZeroEB[\(K,\max L\)].

Whilst Figure 10 shows how the probability of error of \(PC_{SSL}\) is calculated with the Mathematica package, Figure 8 provides an example of the calculation of the probability of error of \(PC_{SSL}\) when the correct model assumption is not met.
Figure 10: Calculating the optimal probability of error using $P_{CSSL}$.
Figure 11: An execution of $PC_{SSL}$ when the correct model assumption is not met.

Then, Figure 12 shows how the probability of error of $PC_{SSL}$ is calculated.
MCVOTING [3, 2, 1, 5, 100 000]

CHARACTERISTICS OF THE PROBLEM
- 3 classes and mixture components which follow Gaussian distributions $N(\mu, \sigma)$.
- $e_2$: 0.21154 (Bayes error).
- The distance between the means of two adjacent components is 2.
- $c$ is equal to 1.
- $Pv(1, m)$ for $l=0, \ldots, 5$ is approximated by means of a Monte Carlo method (100 000 rep.).
- The possible correspondences $\pi$ between components and classes are:
  $\{(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)\}$

PROBABILITY OF ERROR [VOTING] $Pv(1, m) = \sum P(\xi_i = \pi) P(\text{errBDR}|\pi)$

Probability of error given a correspondence $\pi$
$P(\text{errBDR}|\pi) = \{0.21154, 0.61423, 0.61423, 0.89423, 0.89423, 0.77154\}$

Probability of a correspondence $\pi$ with 1 labelled examples
$P(\xi_i = \pi):$ $\{0.16718, 0.16614, 0.16782, 0.16597, 0.16630, 0.16659\}$
$P(\xi_2 = \pi):$ $\{0.39529, 0.19394, 0.19228, 0.052480, 0.051980, 0.11403\}$
$P(\xi_3 = \pi):$ $\{0.57048, 0.13490, 0.16750, 0.037810, 0.039190, 0.050120\}$
$P(\xi_4 = \pi):$ $\{0.67610, 0.12625, 0.13973, 0.016690, 0.017350, 0.023880\}$
$P(\xi_5 = \pi):$ $\{0.74462, 0.10311, 0.11583, 0.012250, 0.013150, 0.011040\}$
$P(\xi_6 = \pi):$ $\{0.79986, 0.087880, 0.093020, 0.0066400, 0.0067800, 0.0058200\}$

Probability of error
$Pv(1, m) = \{0.66615, 0.50224, 0.41395, 0.35526, 0.32323, 0.29681\}$

Illustration of the variation of the probability of error

Figure 12: An example of the execution of the Voting strategy.

Finally, 13 shows an example of how the comparison between both procedures can be made with the function MCComparison.
Figure 13: Comparing both learning algorithms using the function MCComparison[...].
References


Towards Competitive Classifiers for Unbalanced Classification Problems: A Study on the Performance Scores

When we had toiled for months over problems of integrating, Einstein used to remark: “God does not care about our mathematical difficulties; He integrates empirically”.

- Leopold Infeld, *Quest: An Autobiography*
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1 Introduction

In many classification problems, there are significant differences among the probabilities of the classes, i.e. the probability of a particular example belonging to a certain class. In the literature, this situation is known as the class-imbalance problem (Kubat et al., 1997; Provost et al., 1998; Axelsson, 2000; He and Garcia, 2009; Weiss, 2013; Branco et al., 2016) and it is considered to be a major obstacle to building competitive classifiers. By competitive classifiers we refer to classifiers showing not only a low overall classification error, but also a balance between the prediction powers for both the most and the least probable classes.

Moreover, the investigated class-imbalance problem has somewhat torn apart the conventional approaches to solve classification problems. In traditional supervised learning approaches (Wu et al., 2007), classification accuracy is by far the most popular numerical performance score due to its theoretical foundations, its simplicity and its property of being intuitive (Provost et al., 1998). On one hand, it has been used to guide learning processes due to the fact that most learning algorithms are designed to asymptotically converge to the behaviour of the Bayes decision rule (Young and Calvert, 1974), a classifier which is optimal for this score. On the other hand, this performance score has also been broadly used in the literature to evaluate the performance of real-world classifiers (Provost et al., 1998). However, in recent years, the research community has noticed that it is not an adequate score for problems with extremely skewed class distributions; the least probable classes have very little impact on the classification accuracy when compared to the most probable classes (Gu et al., 2009). When dealing with highly unbalanced problems, this implies that (i) traditional learning approaches maximising the classification accuracy may produce dummy classifiers which always predict the most probable classes (Drummond and Holte, 2005), and that (ii) this performance score is no longer convenient for assessing real-world classifiers since a high value does not guarantee a fair prediction power for the underrepresented classes.

In view of this puzzling situation and mainly in binary classification, there has been significant methodological effort invested not only in determining which performance scores are the most appropriate to the class-imbalance scenario (Gu et al., 2009), but also in proposing new learning systems to obtain competitive classifiers for highly unbalanced classification problems (Fernández et al., 2011; Wang and Yao, 2012; López et al., 2013). However, little theoretical effort (Weiss, 2004; Drummond and Holte, 2005) has been made in pursuing a complete understanding of these topics in binary problems, and much less in the multi-class scenario. Most of the successful proposals are the result of experience, systematic studies (Japkowicz and Stephen, 2002) or just pure intuition on how special prominence can be given to the least probable classes (Wang and Yao, 2012), rather than being built on a solid theoretical foundation (He and Garcia, 2009). Table 2, in Appendix C, summarises the closest studies which can be found in the literature about the class-imbalance problems and their main differences to this manuscript. To the best of our knowledge, the following questions are still unanswered in the literature:

1. Which performance scores are adequate to determine the competitiveness of a classifier in multi-class unbalanced domains?
2. Which performance scores (loss functions) are maximised (minimised) in the most well-known learning solutions designed to deal with skewed classes?
3. Can bounds guaranteeing the competitiveness of a classifier be provided for certain adequate performance scores?

Thus, in order to shed some theoretical light on the previous three questions, in this paper, we perform the following three studies:

A first study on determining the adequate performance scores for class-imbalance scenarios in the multi-class setting. Although this issue has been long studied in the binary setting (Menon et al., 2013), to the best of our knowledge, there is still no convention on which performance scores should be used to assess the performance of the classifiers in multi-class unbalanced scenarios. Thus, firstly, our main objective is to analyse how different performance scores behave under a changing multi-class distribution when the Bayes decision rule is used as a classifier. The usage of this rule is due to the fact that, as it has been long studied in the literature e.g. (Drummond and Holte, 2005), there is a complete understanding of the deficiencies of this classifier in this complex scenario. Hence, this knowledge can be exploited in order to obtain a licit characterisation of the adequateness of the performance scores; by having a look at the fluctuation of the values of the performance scores when the class distribution varies, we can devise which scores are the most appropriate to evaluate the classifiers for unbalanced domains. However, having differences among the probabilities of the classes is not the only factor hindering the proposed solutions (López et al., 2013); other factors such as class-overlapping or the presence of noise data also modify the values of the performance scores hampering the study of the contribution of the class distribution to the performance of a learnt classifier. Thus, based on these grounds, we define a novel controlled framework where these other hindering factors can be properly cancelled so that the contribution of the class distribution to the performance can be legitimately quantified in isolation. Conclusions show that the performance scores which are unweighted Hölder means (Bullen, 2003) with $p \leq 1$ among the recalls (Section 2) are the most appropriate to evaluate the competitiveness of classifiers in unbalanced multi-class problems. In this regard, misclassifying the least probable classes is highly penalised.

A second study on discovering the performance scores maximised in the most predominant solutions of the class-imbalance literature. Since it is known that the typical supervised learning techniques are unable to deal with the class-imbalance problem (Drummond and Holte, 2005) and given the large number of publications reporting positive results (Batista et al., 2004; Liu and Zhou, 2006), we analyse the most common approaches to the class-imbalance problem, which are easily extensible to the multi-class setting, by assuming that different performance scores than classification accuracy are maximised in those solutions. Our main conclusion after analysing data sampling and cost sensitive learning techniques is that they output classifiers which are maximised for the unweighted Hölder mean among the recalls with $p = 1$ (a-mean) and that they have an asymptotic behaviour close to the Bayes decision rule for an equiprobable class distribution (an optimal rule for that performance score). Moreover, we also show that, in scenarios showing skewed class distributions, this rule outperforms the well-known Bayes decision rule in terms of the values of the adequate scores detected in the first study. Yet, the usage of any other unweighted Hölder mean
with \( p < 1 \) to define new learning procedures for dealing with unbalance problems is also appropriate.

A third study on proposing bounds for the performance scores to determine the competitiveness of multi-class classifiers in unbalanced domains. For this purpose, we delimit the definition of competitiveness of a given solution to a classifier having higher recalls than the random classifier in each and every class. Thus, we can provide two different practical bounds for the values of the performance scores expressed as unweighted Hölder means among the recalls with \( p \in \mathbb{R} \cup \{+\infty, -\infty\} \); a bound for the lowest value of the performance score ensuring a competitive solution, and a bound for the highest value of the score indicating an incompetent solution, i.e. the random classifier obtains a better recall in at least one class value. Here, our conclusions are also consistent with the first study; since the distance between both bounds decreases along with \( p \) (rapidly for \( p \leq 1 \), using Hölder means with \( p \leq 1 \) is presumed to be adequate for determining the competitiveness of a classifier. In fact, both bounds coincide in \( p = -\infty \). These bounds may ease the interpretations made by the machine learning practitioners when comparing different multi-class classifiers in unbalanced domains.

The rest of the paper is organised as follows: First, Section 2 introduces the general definitions and notation. Then, Section 3, Section 4, and Section 5 expose the above mentioned first, second, and third studies, respectively. Section 6 discusses the limitations of our research and discusses the potential lines of future work. Finally, Section 7 sums up the paper.

2 General Definitions and Notation

2.1 Hölder Means

As we make use of the Hölder means (Bullen, 2003), a.k.a. generalised means or power means, throughout the whole paper, we start by defining them as follows:

**Definition 1** Let \( \mathbf{a} = (a_1, \ldots, a_n) \) be a series of \( n \) positive real numbers with non-negative weights \( \zeta = (\zeta_1, \ldots, \zeta_n) \) s.t. \( \sum_i \zeta_i = 1 \), then, a Hölder mean is a mean of the form

\[
M_p(\mathbf{a}, \zeta) = \left( \sum_{i=1}^{n} \zeta_i a_i^p \right)^{\frac{1}{p}}.
\]

Here, \( p \in \mathbb{R} \cup \{+\infty, -\infty\} \) is an affinely extended real number. This family of functions has several interesting properties:

1. **Hölder mean inequality**: \( M_p(\mathbf{a}, \zeta) \geq M_q(\mathbf{a}, \zeta) \) if \( p > q \). The equality only holds for the case of \( a_i = a_j \), \( \forall i, j \).
2. **Inclusion of the Pythagorean means**\(^1\): The arithmetic mean corresponds to the case \( p = 1 \), the harmonic mean to \( p = -1 \), and the geometric mean is the limit of mean with an exponent \( p \) approaching to 0, i.e. \( \lim_{p \to 0} M_p(\mathbf{a}, \zeta) \).
3. **Extremes**: \( \lim_{p \to +\infty} M_p(\mathbf{a}, \zeta) = \max\{\zeta_1 a_1, \ldots, \zeta_n a_n\} \) and \( \lim_{p \to -\infty} M_p(\mathbf{a}, \zeta) = \min\{\zeta_1 a_1, \ldots, \zeta_n a_n\} \).

\(^1\) The classical definition of these means can be found in Table 1.
2.2 Unbalanced $K$-class Classification Problem

Let $\gamma_K$ be a $K$-class classification problem with a generative model given by the generalised joint probability density function

$$
\rho(x, c|\theta) = p(c)\rho(x|c, \theta).
$$

Under the assumption of belonging to a given family of probability distributions, let $\rho(x|c, \theta)$ be the conditional distribution of the feature space and let $\theta = (\theta_1, \theta_2, \ldots, \theta_K)$ stand for the set of the model parameters which unambiguously determine the conditional probability distributions. Here, each $\theta_i$ represents the set of parameters for the distribution of each class $c_i$. Also, let $p(c)$ be the distribution of the class probabilities. For simplicity of notation, henceforth, we denote $p(c)$ by $\eta = (\eta_1, \eta_2, \ldots, \eta_K)$, where each $\eta_i = p(c_i)$ is the probability of the categorical class $c_i$. Additionally, for convenience, hereafter, the special case of equiprobability, i.e. $\forall i, \eta_i = 1/K$, is denoted by $e$. Therefore, according to (He and García, 2009), a $K$-class classification problem is balanced if it exhibits a uniform class distribution. Otherwise, it is considered to be unbalanced. Formally,

$$
\gamma_K \text{ is balanced } \iff \eta = e.
$$

When the model is unbalanced, in the multi-class scenario ($K > 2$), we can differentiate two major types of class-imbalance (Wang and Yao, 2012; Ortigosa-Hernández et al., 2017): (i) multi-majority unbalanced problems, i.e. when most of the classes have a higher probability than equiprobability, and (ii) multi-minority unbalanced problems, i.e. when most of the class probabilities are below the equiprobability. Formally, let $\{M, m\}$ be a partition of the set $\{1, \ldots, K\}$ such that, $\forall i \in M, \eta_i \geq 1/K$ (overrepresented) and $\forall j \in m, \eta_j < 1/K$ (underrepresented), then

$$
\gamma_K \text{ is multi-majority } \iff |M| \geq K/2, \text{ and } \gamma_K \text{ is multi-minority } \iff |m| > K/2.
$$

By means of this definition, it can be presumed that having a balanced scenario is a hard condition to ensure in real-world problems. Here, $\eta$ usually differs from equiprobability. For that reason, it is imperative to theoretically study not only the impact of the class distribution on the competitiveness of the proposed solutions and which performance scores are able to measure that impact, but also define more adequate learning systems which can effectively learn from highly skewed class distributions, i.e. $\exists i \text{ s.t. } (\eta_i \sim 1 \vee \eta_i \sim 0)$.

2.3 Traditional Supervised Learning Approaches

Solving a $K$-class classification problem, regardless of its imbalance extent, is equivalent to learning a function $\Psi$, known as a classifier, that maps a vector of observations $x$, drawn from the generative function of eq. (2), into a categorical class $c_i$. In the supervised learning approach, the learning process is carried out by means of an optimisation algorithm, which provided with some labelled training data, drawn also from eq. (2), attempts to infer a function $\Psi$ that minimises a certain loss function (Bartlett et al., 1996). Here, most of the traditional learning algorithms use the 0-1 loss or a surrogate loss which, by providing an upper
bound for it, is also expected to minimise the 0-1 loss (Kanamori et al., 2013). This loss is also referred to as the misclassification error which can, in fact, be directly calculated by \((1 - \text{classification accuracy})\). This implies that those algorithms inherently maximise the classification accuracy and, therefore, they should asymptotically obtain classifiers close to the Bayes decision rule, a classifier which always obtains the highest classification accuracy for every \(K\)-class classification problem. In consequence, in this paper, we assume a framework where the generative function is known so that the Bayes decision rule (Young and Calvert, 1974) can be directly used as a representative of the classifiers resulting from the traditional approaches. By means of this approach, we can make use of the knowledge of prior works on the deficiencies of the traditional approaches in solving unbalanced problems (Axelsson, 2000; Weiss and Provost, 2003; Prati et al., 2004; Drummond and Holte, 2005; Prati et al., 2015) to complement our studies on class-imbalance.

**Definition 2** Assuming \(\rho(x|c, \theta)\) and \(\eta\) to be known, the Bayes decision rule (BDR) is given by

\[
\hat{c}_B = \arg \max_i \eta_i \rho(x|c_i, \theta_i).
\]

Here, \(\hat{c}_B\) is the categorical class assigned by the BDR to the observation \(x\). This rule has a corresponding probability of error

\[
e_B = 1 - \sum_{i=1}^{K} \eta_i \int_{\Omega_i} \rho(x|c_i, \theta_i)dx
\]

which is called the Bayes error and is the highest lower bound of the probability of error of any classifier. Here,

\[
\Omega_i = \{ x : \eta_i \rho(x|c_i, \theta_i) - \max_{i' \neq i} \eta_{i'} \rho(x|c_{i'}, \theta_{i'}) > 0 \}
\]

is the region where \(\eta_i \rho(x|c_i, \theta_i)\) is maximum and, so, the instances are assigned to the class \(c_i\) by the BDR, for all \(i\).

### 2.4 Performance Scores

Classifiers often produce misclassifications, and optimal classifiers are not exceptions. Thus, once a classifier is constructed, its associated discerning skill needs to be measured. When the generative function is assumed to be known, a common tool used for visualising the performance of a classifier is the true confusion matrix of a given classifier \(\Psi\) (Koço and Capponi, 2013). It is a square matrix of size \(K\) containing the mathematical expectations of classifying, with a classifier \(\Psi\), as class \(c_i\) (rows) an example of class \(c_j\) (columns). By convention, the rows correspond to the predicted classes, while the columns to the actual classes (Elkan, 2001). Therefore, formally, the true confusion matrix\(^2\) of the BDR is defined as \(A_B = [a_{i,j}]_{1 \leq i,j \leq K}\), where each \(a_{i,j}\) is calculated by:

\[
a_{i,j} = \mathbb{E}_{x|c=c_j}\hat{c}_B = c_i = \eta_j \int_{\Omega_i} \rho(x|c_j, \theta_j)dx.
\]

\(^2\) In most the real world applications, where \(\rho(x,c)\) is unknown, an estimation of the true confusion matrix is utilised instead. It is usually referred to as the empirical confusion matrix, or simply as the confusion matrix.
Here, $E[\cdot]$ stands for the mathematical expectation and $\Omega_i$ is defined as in eq. (5). It can be easily noticed that, assuming that the family of distributions for the feature space is fixed, the calculation of the true confusion matrix depends on only three parameters; the used classifier ($\Psi = B$, the BDR is assumed here), the class distribution ($\eta$) and the parameters of the generative function ($\theta$).

As stated in (Koço and Capponi, 2013), the confusion matrix is one of the most informative performance summaries that a multi-class learning system can rely on. Among other information, it contains how much the classifier is accurate on each class, and the way it tends to get confused among classes. However, it is often tedious not only determining the overall behaviour of a classifier from the confusion matrix, but also comparing several classifiers. Therefore, quantity measures which summarise the confusion matrix are often preferred in the literature (Japkowicz and Shah, 2011) and, therefore, used in this paper. These measures are known as performance scores (Santafe et al., 2015). Since the best behaviour may vary from one kind of problem to another, there are many different and diverse performance scores in the community. This diversity may, at times, obscure important information on the hypotheses or algorithms under consideration (Gu et al., 2009). Thus, it is fundamental to check in advance the adequateness of a performance score for assessing a determined classification problem so that the validity of the obtained results can be ensured. In this paper, we check this issue for the case of the multi-class class-imbalance domain: by studying the implication of the class distribution on the “already known” behaviour of the BDR as it is perceived by several numerical scores, it can be directly determined which performance scores are inadequate for excluding important information about the behaviour of the classifier. It is worth noticing that, since few papers have dealt with the class-imbalance problem in the multi-class framework without partitioning the problems into several independent binary problems, to the best of our knowledge, there is still no convention in which performance score should be used (Wang and Yao, 2012). This paper tries to shed some light on this issue by performing several theoretical studies on numerical performance scores.

Formally, we define a numerical performance score as $S_\Psi(\eta, \theta)$. Since it is a single number summarising the confusion matrix, it also depends on the same parameters $\eta$, $\theta$ and $\Psi = B$. Then, the numerical performance scores can be mainly divided into two different groups: local scores, which only focus on the behaviour of one target class, and global scores, which summarise the performance of the classifier taking into account its behaviour in all classes. The list of performance scores considered and their formal definitions can be found in Table 1.

We use two well-known scores as local performance scores: precision $P^i$ and recall $R^i$. Whilst $P^i$ assesses exactness, i.e. to what extent the predictions of a certain class $c_i$ are correct, $R^i$ assesses completeness, i.e. to what extent all examples of a certain class $c_i$ are classified as so. Unfortunately, for their local property, they lose the global picture of the performance of the classifier; they are more useful when combined with other scores or applied to all classes (Gu et al., 2009). Therefore, most of the global scores are just functions which, by taking local performance scores applied to some/all classes, summarise the behaviour of the classifier according to a determined subjective criterion. In these studies, we have selected the global scores principally used or mentioned in the class-imbalance literature, which can be expressed as Hölder means (Bullen, 2003) among the recalls. The classification accuracy, $Acc$, is a weighted Hölder mean with parameters $p = 1$ and
<table>
<thead>
<tr>
<th>Name</th>
<th>Notation</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Local scores</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precision</td>
<td>$P_{i}$</td>
<td>$a_{i,i} \left( \sum_{j=1}^{K} a_{j,i} \right)^{-1}$</td>
</tr>
<tr>
<td>Recall</td>
<td>$R_{i}$</td>
<td>$a_{i,i} \left( \sum_{j=1}^{K} a_{i,j} \right)^{-1}$</td>
</tr>
<tr>
<td><strong>Global scores</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classification accuracy</td>
<td>Acc</td>
<td>$\sum_{i=1}^{K} \eta_i R_{i}$</td>
</tr>
<tr>
<td>Arithmetic mean among the recalls (a-mean)</td>
<td>$A$</td>
<td>$\sum_{i=1}^{K} \frac{1}{K} R_{i}$</td>
</tr>
<tr>
<td>Geometric mean among the recalls (g-mean)</td>
<td>$G$</td>
<td>$\prod_{i=1}^{K} R_{i}$</td>
</tr>
<tr>
<td>Harmonic mean among the recalls (h-mean)</td>
<td>$H$</td>
<td>$\left( \sum_{i=1}^{K} \frac{1}{R_{i}} \right)^{-1}$</td>
</tr>
<tr>
<td>Maximum value among the recalls</td>
<td>$\max$</td>
<td>$\max R_{i}$</td>
</tr>
<tr>
<td>Minimum value among the recalls</td>
<td>$\min$</td>
<td>$\min R_{i}$</td>
</tr>
</tbody>
</table>

Table 1: Numerical performance scores (by convention $0/0 = 1$).

$\zeta_i = \eta_i$. As previously mentioned, the performance in underrepresented classes has very little impact on the measure when compared to the overrepresented classes (Gu et al., 2009; Di Martino et al., 2013). Due to this, most of the scores for unbalanced learning average over the recalls without weighting these values on the class probabilities. Therefore, all classes, over and underrepresented, share a common consideration in the score. The most-used scores in the class-imbalance literature are the Pythagorean means – arithmetic ($A$), geometric ($G$), and harmonic ($H$) – over the recalls of the $K$-classes (Menon et al., 2013), which can be directly expressed as unweighted Hölder means with $p = 1$, $p = 0$ and $p = -1$, respectively. In the literature, they are referred to as a-mean, g-mean, and h-mean, respectively. Moreover, we also consider the extreme values of these unweighted Hölder means ($p = \infty$ and $p = -\infty$). They correspond to the maximum recall, $\max$, and the minimum recall, $\min$, (among the classes), respectively. We believe that, since the are also used for multi-class problems in (Wang and Yao, 2012), they can also give valuable information in this complex scenario.

In (Menon et al., 2013), it is stated that the BDR is not an optimal decision rule for $A$, i.e. a higher value for the score may be obtained with other classifiers. Unfortunately, in the literature, no further information is provided on either which the optimal classifier for $A$ is or on whether the BDR is optimal for the other two broadly used unweighted Hölder means ($G$ and $H$) or for the extreme means. In the following sections, we also shed light on these questions.
3 First Study: Adequate Numerical Performance Scores for Multi-class Unbalanced Problems

In this section, our goal is to find out which performance scores are adequate to determine the competitiveness of a classifier in the multi-class unbalanced domain. Particularly, we seek to determine which performance scores succeed in expressing the long-studied performance detriment (Japkowicz and Stephen, 2002; Weiss, 2013) resulting from learning, in a classical manner, well-defined categories in moderate unbalanced scenarios.

3.1 A Novel Framework to Marginalise the Effect of the Class Distribution on the Performance Scores

Unfortunately, some authors (Denil and Trappenberg, 2010; López et al., 2013) have stated that the class distribution is not the only factor hindering the predictive power of the classifiers. These other factors, which appear in both balanced and unbalanced scenarios, are listed in (López et al., 2013) as the degree of overlapping among the classes (Prati et al., 2004), the training size (Kalayeh and Landgrebe, 1983), the noise in the data (Angluin and Laird, 1988), the presence of small disjuncts and the dispersity of some classes (Holte et al., 1989), among others (Ho and Basu, 2002). Moreover, these authors also argue that (i) the hindering factors have strong interdependences among them, and that (ii) these interdependences can modify the contribution of the class distribution to the behaviour of the classifier hampering its study. Thus, it seems that it is not trivial to isolate the implication of the class distribution on the performance of the classifier so that, therefore, the adequateness of the numerical performance scores to capture this implication can be determined. Special care must be taken to marginalise
out all the rest of the hindering factors. Fortunately, all of these causes, with the exception of class-overlapping, are only dependent on the nature of the training dataset. Since the BDR only depends on the generative function, this classifier allows us to learn well-defined concepts and, therefore, to omit practically all these factors which may modify the real impact that the imbalance extent has on the performance of the classifier. However, the effect of the class-overlapping is harder to eliminate; it depends on the local probability distributions of the feature space (Denil and Trappenberg, 2010), i.e. class-overlapping, like class-imbalance, is an intrinsic characteristic of the generative model. Hence, the overlapping-imbalance dependence must be exhaustively studied in order to find a legitimate manner to remove the class-overlapping from this puzzling situation.

3.1.1 Class-overlapping and Class-imbalance Relationship

First, we set up an example, which is similar to the experiment performed in (Prati et al., 2004), in order to clarify the aforementioned dependency and how both the class-overlapping and class-imbalance factors may hinder the behaviour of the inferred classifier. Figure 1 shows four binary problems sharing two different degrees of class-imbalance and two different degrees of class-overlapping. For each problem, the data has been created by sampling two bivariate Gaussian distributions, one distribution for each class, i.e. \( \theta_i = \{ \mu_i, \Sigma_i \}, i = \{1, 2\} \). To simulate no class-overlapping, we choose two Gaussians whose means are far from each other (Figures 1a and 1b), and to simulate the opposite, we shorten the distance between these means (Figures 1c and 1d). Regarding the class-imbalance setting, it is simulated by sampling 1,000 instances of each class for balanced problems (Figures 1a and 1c), and by sampling 1,000 instances for the majority class and only 10 samples for the minority, for the case of unbalanced problems (Figures 1b and 1d). By just having an overall look at Figure 1, it can be easily noticed how the combination of both factors (class-imbalance and class-overlapping) has a straight effect on the issue of discriminating among the classes and, therefore, on the performance of the inferred classifier. When there is no class-overlapping, as shown in the first row of the figures, the class distribution does not hinder the predictive power of the resulting classifier. In both scenarios, a simple and perfect discriminant linear classifier can be easily drawn. This classifier is represented by a straight continuous line in the figure. However, in the second row, the situation is completely different. When both classes are balanced (Figure 1c), a classifier with a tolerable recall for both classes can be learned. Unfortunately, in the unbalanced case (Figure 1d), the lack of enough examples for the minority class hinders the process of discriminating that class; any intuitively chosen classifier will be incompetent, i.e. it will have a low recall for the minority class. This example concurs with the literature (Prati et al., 2004), where it is stated that (i) only when the class-overlapping is non-zero, the influence of the class distribution on the competitiveness of the inferred classifier is noticeable, and that (ii) the influence of class-overlapping into the learning process is even stronger than class-imbalance.

3.1.2 Isolating Class-imbalance from Class-overlapping

Whilst class-overlapping is an old stalwart in the literature for being broadly studied (Basu and Ho, 2006), to the best of our knowledge, no prior work in the liter-
nature has isolated the impact that the class distribution has on the performance of the classifiers or has explored which performance scores are able to appropriately capture this potential fluctuation of performance. In order to bridge these gaps, we propose a function which, by properly cancelling the effect of the class-overlapping, returns the impact of the class distribution on a chosen numerical performance score for assessing the inferred classifier (here the BDR):

**Definition 3** Let $\Theta$ represent the space of parameters for a fixed family of distributions over the feature space for classification problems with $K$ classes. Let $S_B(\eta,\theta)$ be the value of a performance score $S$ assessing the behaviour of the BDR on a $K$-class classification problem, $\gamma_K$, with a class distribution equal to $\eta$ and parameters $\theta \in \Theta$. Also, let $S_B(e,\theta)$ be the value of $S$ evaluating the BDR inferred from the balanced version of $\gamma_K$. Therefore, the *influence function*, $I^S_K(\eta)$, of the $K$-class distribution $\eta$ on the performance score $S$ using the BDR as a classifier is defined as follows:

$$I^S_K(\eta) = \int_{\Theta} [S_B(e,\theta) - S_B(\eta,\theta)]d\theta.$$  

(7)

It can be easily seen that the previous equation fulfills our couple of objectives. First, the implication of the class-overlapping on the behaviour of the inferred classifier is taken out of the equation by means of the integration; every possible set of parameter values for the probability distributions of the generative model showing a non-zero degree of overlapping among the classes is marginalised out. As a result, the average influence of the class distribution on the behaviour of the inferred classifier, as conceived by the performance score $S$, can then be quantified and studied: assuming a fixed parametric family for the local distribution, positive values of $I^S_K(\eta)$ denote that the performance score $S$ obtains, on average, higher values for the BDR when it is used on a balanced scenario rather than when it is inferred from a class distribution $\eta$. Negative values mean the opposite; the BDR achieves, in general, worse values for $S$ in the balanced scenario.

### 3.2 Identifying the Adequate Performance Scores

By just plotting $I^S_K(\eta), \forall \eta$ using different performance scores, we can perceive, at a glance, how these scores differ in measuring the goodness of the traditional classifiers. However, we are incapable of determining which of them are adequate to validate classifiers in unbalanced domains. Thus, in order to accomplish the latter task, we must take advantage of the prior studies (Axelsson, 2000; Drummond and Holte, 2005; Gu et al., 2009) on the expected behaviour of the popular BDR when it faces skewed class distributions. By doing so, we can determine the shape that an adequate performance score should have for the influence function in the class-imbalance spectrum. Then, this shape can be straightforwardly used as a representative case to discern which performance scores are appropriate for the class-imbalance scenario. For this purpose, we focus on the long discussed

---

3 In this paper, we assume a positive correlation between the value of the performance score and the behaviour of the classifier, i.e. higher values of $S$ represent higher performances. In the event of a negative correlation, the sign of $I^S_K(\eta)$ must be reversed.
hindering behaviours of the BDR: A good prediction power of the BDR is only
guaranteed for the majority classes (Axelsson, 2000; Gu et al., 2009). Addition-
ally, in highly unbalanced situations, the BDR often performs little better than
a dummy classifier always predicting the most common classes (Drummond and
Holte, 2005). This happens because the BDR suffers from one of the cornerstones
This formal fallacy states that if presented with generic information about the
probability of an event (base rate) and specific information about the case in
question, the mind tends to ignore the former and focus on the latter. Within the
class-imbalance problem, the conditional probabilities of the minority classes
are the base rate, which are often ignored by the BDR when having an overwhelming
class probability for the other classes, and, thus, traditional classifiers behave like
a dummy. Examples of these phenomenon when applying the Bayes theorem can
be found in the cited papers.

By means of this discussion, it can be seen that (i) the highest performance of
the BDR for all classes occurs when they share the same class probability, i.e. the
balanced scenario. That setting has zero probability of suffering from the base-rate
fallacy since the BDR is not provided with class probabilities which may obscure
the conditional distribution of the feature space of any class. (ii) In any other
setting the BDR has a positive probability of suffering the fallacy, which grows
towards the skewed class distributions. In those extremes, the performance of the
BDR should be highly penalized due to the fact that it falls into the base-rate
fallacy. After this argument, we may define the shape of the influence function of
an adequate performance score $S$ with independence of the generative model as
follows:

**Properties of an adequate performance score.** A performance score $S$ is
successful in being adequate to determine the competitiveness of a classifier $\Psi$
in the class-imbalance scenario if, assuming a scenario where a classifier is inferred
by directly minimising a 0-1 loss (maximising the classification accuracy),

(a) its influence function is positive for almost any $\eta \neq \epsilon$, and
(b) it shows a negative correlation to the minority class probability, i.e. $I^S(\eta)$
grows as the Euclidean distance between $\eta$ and $\epsilon$ gets larger.

### 3.2.1 Experimental Model for the Study

When the generative model is known, in theory, eq. (7) is obtainable. However,
solving an integral of such characteristics independently of the parametric family
is intricate. Therefore, we assume a parametric family with the following charac-
teristics: (i) simple enough to be able to fully interpret the results and complete
enough to be able to represent real world problems, (ii) a set of parameters which
allows us to unambiguously represent each particular model as a single point. For
these reasons, as a generative model we make use of a univariate Gaussian identi-
fiable mixture of components with unit variances whose means are separated by a
fixed overlapping factor $\delta$. Under this assumption, since each $\theta_i = \{\mu_i, \sigma_i\}$
is such that $\mu_i = (i-1)\delta$ and $\sigma_i = 1$, the parameters can be simplified to just $\theta = \{\delta\}$
and eq. (7) be rewritten as:
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\[
\mathcal{I}_K^S(\eta) = \int_0^\infty [S_B(e, \delta) - S_B(\eta, \delta)]d\delta.
\]  

(8)

In Figure 2 and 3 (local and global scores for binary problems, respectively) and Figure 4 (global scores in the multi-class framework) we numerically approximate using Mathematica (Wolfram Research Inc., 2014), the influence function of eq. (20), for each performance score of Table 1 and through the whole class-imbalance spectrum. For binary problems, we numerically approximate the following equation:

\[
\mathcal{I}_2^S(\eta) = \int_{0.01}^{10} [S_B(\frac{1}{2}, \delta) - S_B(\eta, \delta)]d\delta.
\]  

(9)

Here, since, in binary problems, there are only two class probabilities which are complementary to each other, we can simplify \( \eta \) to \( \eta (\eta_1 = \eta \text{ and } \eta_2 = 1 - \eta) \). Also, note that the integral is calculated in the domain \([0.01, 10]\), instead of \([0, \infty)\).

We choose an upper limit distance of 10 because, for unit variances, it is almost equivalent to not overlapping. Regarding the lower limit, we choose 0.01 in order to avoid the singularity \( \delta = 0 \).

Regarding the multi-class framework, we perform the same case study. However, as this setting is more complex, several changes are made. First, for the sake of clarity in the presentation of the results, we simplify the multi-class framework to the following: \( (K - 1) \) classes are equiprobable among them, with probability \( \eta = \frac{1}{K} - \frac{\epsilon}{K-1} \), whilst the remainder has a probability \( \eta_1 = \frac{1}{K} + \epsilon \). Then, by means of just one parameter \( \epsilon \in [-\frac{1}{K}, \frac{K-1}{K}] \) which determines the imbalance extent, we can easily study the hindrance produced by the class distribution in the multi-class framework and present the results in a bi-dimensional plot. Note that the value \( \epsilon = 0 \) corresponds to the balanced setting. Therefore, we numerically approximate the following equation:

\[
\mathcal{I}_K^S(\epsilon) = \int_{0.01}^{10} [S_B(0, \delta) - S_B(\epsilon, \delta)]d\delta.
\]  

(10)

Here, all the parameters are the same as in binary problems except for the defined \( \epsilon \). Due to the limiting space and since similar results are obtained for any arbitrary \( K \), in this manuscript, only the case of \( K = 3 \) is presented. The source code to calculate \( \mathcal{I}_K^S(\epsilon) \) for any number \( K \) of classes can be downloaded from http://github.com/jonathanSS/ClassImbalanceStudies.

---

4 NIntegrate with all options set to default.

5 Assuming an upper limit of 10 instead of infinity, the degree of overlapping \( (\epsilon_B) \) is \( 2.9 \times 10^{-7} \) rather than 0. Analogously, assuming a lower limit of 0.01 means that, instead of having an overlapping of 0.5, we have 0.498.

6 Assuming an upper limit of 10, the degree of overlapping for \( K = \{3, 4, 5\} \) is \( \{3.8, 4.3, 4.6\} \times 10^{-7} \) instead of 0. The overlapping is \( \{0.64, 0.72, 0.77\} \) instead of \( (K-1)/K \) for the lower limit.
3.3 Results and Discussion

3.3.1 Binary Problems

Figure 2 shows the value of the function $I_S^2(\eta)$ over the domain $0 \leq \eta \leq 1$ for the local performance scores of Table 1 when using the BDR. Specifically, the precision, $P^1$ is shown in Figure 2a and the recall, $R^1$, in Figure 2b, both for class $c_1$. Note that, for local scores, the diagrams for $c_2$ are omitted. This is due to the fact that they are a reflection, with respect to the imaginary vertical axis $\eta = 0.5$ of those of $c_1$. Next, the values of the influence function for the global performance scores for binary problems are presented in Figure 3. There, the accuracy, $\text{Acc}$ (Figure 3a), the maximum recall, $\text{max}$ (Figure 3b), the arithmetic mean, $A$ (Figure 3c), the geometric mean, $G$ (Figure 3d), the harmonic mean, $H$ (Figure 3e), and the minimum recall, $\text{min}$ (Figure 3f) are displayed. All plots share the same style; the $x$-axis represents the value of $\eta$ and the $y$-axis, $I_S^2(\eta)$. The area between the function and the $x$-axis is highlighted for visual purposes.

Several insights about the diverse behaviour of the performance scores can be extracted from just a glimpse at Figures 2 and Figure 3. First, regarding the local performance scores studied, they are completely different to each other; whilst the influence function for $P^1$ shows a negative behaviour for all $\eta \neq 0.5$, $I_R^2(\eta)$ is positive when $c_1$ is the minority class and takes negative values in the opposite case. Concerning the most common global performance scores of Figure 3, two different major behaviours can be easily detected: on one hand, we have $\text{Acc}$; its influence function shows a negative behaviour for the whole spectrum of unbalanced settings. On the other hand, we have the performance scores commonly used in unbalanced domains, $A$, $G$, and $H$. These scores show a positive influence function for all the values of $\eta$ and they share a common shape; their lowest value is in the equiprobability, and, from there, they strictly increase to the extremes ($\eta \sim 0$ or $\eta \sim 1$), where they, finally, achieve an exponential growth rate. The two extreme Hölder means introduced in this paper can also be categorised into these two groups. While $\text{max}$ shares a similar behaviour to the $\text{Acc}$, $\text{min}$ behaves closely to the scores utilised for unbalanced data. Lastly, it is also worth noticing the similarity between the shape of the influence functions for $P^1$ and $\text{Acc}$ in this
binary setting. Despite the fact that one is a local score and the other is a global score, they share a close response to a changing class probability distribution.

Thereafter, we deal with the issue of determining the **adequateness of the studied performance scores** by comparing the influence function of these scores to the representative case, defined in Proposition 1, of the influence function that an adequate performance score should have:

- Although **local performance scores** are not sufficient to summarise the overall performance for losing the global picture, they give partial valuable advice: several global performance scores are just Hölder means (Bullen, 2003) or other averaging functions over the local performances, e.g. $\text{Acc}$, $\mathcal{G}$, etc (Santafe et al., 2015). In order to study the adequateness of these scores, we focus on the most problematic section of the plots: the values of $\eta < 0.5$. There, the class $c_1$ is the minority class, and due to the fact that the use of the BDR is assumed, the misclassification rate of $c_1$ grows considerably, on average, as $\eta$ decreases. As for $P_1$, although it is extensively used in the literature, it is not adequate enough for this scenario since it does not penalise the decrease in the prediction power of the BDR for $c_1$ when this class becomes minority: $I_{P_1}^2(\eta)$ takes negative values for $\eta < 0.5$ (Proposition 1). This is due to the fact that, for low values of $\eta$, the BDR achieves, for $P_1$, higher values than in the balanced scenario. There, it only classifies examples as $c_1$ if they are “undoubtedly” drawn from that minority class, i.e. examples that are far away from the density of $c_2$. In such schemes, the ratio of the correctly classified examples over the predicted ones is considerably high, and it increases as the distribution grows in skewness. In the extreme, we have the convention $0/0 = 1$. Due to the popularity of precision in the class-imbalance literature, further research on this topic is indispensable to determine whether it is suitable to use precision on minority classes when a different generative model is assumed.

On the contrary, $R_1$ shows a more appropriate description of the effect of the class distribution on the resulting classifier; $I_{R_1}^2(\eta)$ is positive for $\eta < 0.5$. Therefore,
regarding using precision or recall as parameters for a global measure function, two conclusions can be extracted:

(i) Unweighted Hölder means among the precisions are inadequate due to the fact that, as \( c_2 \) is a reflection of \( c_1 \), the values of \( \mathbb{I}_S^2(\eta) \) for an average function will always be under the \( x \)-axis. Other factors are more influential in the score rather than a good prediction of the minority class.

(ii) Averaging recalls is a better choice since, for certain Hölder means, a positive value of the influence function for almost all \( \eta \) will be shown. This is due to the fact that the positive part of \( \mathbb{I}_S^2(\eta) \) for the recalls of \( c_1 \) and \( c_2 \) is always greater than the negative part.

In relation to the global performance scores, our study supports the conclusion of the state-of-the-art literature stating that \( \text{Acc} \) is not an adequate score for unbalanced problems (Gu et al., 2009). Here, Proposition 1 is not required to determine the insensitivity of the classification accuracy to the class-imbalance extent. Since its influence function shares shape with the inadequate function \( \mathbb{I}_P^2(\eta) \), \( \text{Acc} \) can be directly appointed as an inadequate performance score. By extension, \( \text{max} \) is not an appropriate score as well. The reason for the inadequateness of the latter is that it only takes into account the maximum recall, which usually coincides with the recall of the majority class as the BDR favours this kind of classes. Contrastingly, the performance scores of the other behavioural group (\( \mathcal{A}, \mathcal{G}, \mathcal{H} \) and \( \text{min} \)) are adequate for the class-imbalance problem since their influence functions meet the two conditions of Proposition 1. In this case, \( \mathcal{A} \) is the score showing the lowest sensitivity – its influence function has the smoothest shape –, which is followed by \( \mathcal{G} \), then \( \mathcal{H} \) and, finally, \( \text{min} \). There it can be seen that, in these scores, the behaviour of the BDR is penalised when the class distribution is not balanced, i.e. the misclassification of the minority class also produces high drops in these performance scores. In the extremes, we discover that the situation of the BDR acting as a dummy classifier in situations of extremely skewed class distribution is strongly penalised. There, the influence functions exponentially grow as \( \eta \) gets closer to either 0 or 1. In general terms, unweighted Hölder means over the recalls with \( p > 1 \) will be inadequate for the class-imbalance extent since greater recalls have more presence in the score than lower recalls. On the contrary, means with \( p < 1 \) would be adequate to determine the competitiveness of a classifier as lower recalls have more influence on the resulting score. This can be easily drawn from the Hölder mean inequality (Definition 1) for the assumed model. The general validity of this conclusion for any generative model, on the contrary, can be straightforwardly inferred from the third study of this paper (Section 5), where bounds for these performance scores ensuring competitive classifiers are proposed.

### 3.3.2 Multi-class Problems

Figure 4 presents results for accuracy, \( \text{Acc} \) (Figure 4a), maximum recall, \( \text{max} \) (Figure 4b), arithmetic mean, \( \mathcal{A} \) (Figure 4c), geometric mean, \( \mathcal{G} \) (Figure 4d), harmonic mean, \( \mathcal{H} \) (Figure 4e), and minimum recall, \( \text{min} \) (Figure 4f). The local performance scores are omitted in the multi-class scenario since the loss of the global picture becomes aggravated when more than two classes are used. All these figures are similar to the binary functions but the \( x \)-axis shows, in the current case, the parameter \( \epsilon \) over the range \(-1/3 \leq \epsilon \leq 2/3\). There, the values \( \epsilon < 0 \) represent
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Fig. 4: The influence function in ternary problems, $I^S_3(\epsilon)$, for each global performance score throughout the range $-\frac{1}{3} \leq \epsilon \leq \frac{2}{3}$.

the multi-majority version of the problem and $\epsilon > 0$ the multi-minority version. In view of the results, the previous conclusions generalise well to multi-class problems:

Regarding the diversity of the global performance scores, the same two major groups can be perceived; $\text{Acc}$ and $\text{max}$ on one hand, and the Pythagorean means and $\text{min}$ on the other. In the latter group, it can be seen that, due to the Hölder mean inequality, the scores can also be arranged by their sensitivity to the class-imbalance extent as $I^A_K(\epsilon) \leq I^G_K(\epsilon) \leq I^H_K(\epsilon) \leq I^\text{min}_K(\epsilon)$. Next, concerning the adequateness of the performance scores, it can be concluded that:

(i) As their influence functions violate the conditions of Proposition 1 ($I^S_K(\epsilon) \leq 0, \forall \epsilon$), $\text{Acc}$ and $\text{max}$ are inadequate scores for assessing unbalanced problems. (ii) The unweighted Pythagorean means over the recalls and $\text{min}$ are adequate to assess the competitiveness of classifiers in this complex domain; their influence functions truly capture the hindering behaviours of the BDR (Proposition 1).

It is also worth mentioning that the generalisation of the study for the whole set of Hölder means also applies well for multi-class problems. Moreover, it can be seen that achieving a high value of an adequate performance score for multi-minority problems is far more difficult than for multi-majority; $I^S_K(\epsilon)$ is always higher for positive values of $\epsilon$. Finally, we want to point out the particularity that appears in Figure 4d ($G$), in Figure 4e ($H$) and in Figure 4f ($\text{min}$): $I^S_K(\epsilon)$ is below 0 for the negative values of $\epsilon$ near the balance situation, i.e. for $\epsilon \to 0^-$. In Section 4, we properly address this interesting particularity.

4 Second Study: On the Inherent Scores of the Proposals for Multi-class Unbalanced Domains

The fact that any learning task can be viewed as an optimisation problem leads us to the second unanswered question exposed in the introduction; Since there
are many different and diverse performance scores available, which performance scores are maximised in the most predominant learning solutions designed to deal with skewed classes? Are they the adequate performance scores detected in the first study? To the best of our knowledge, little effort has been made in the literature towards answering these questions. Yet, the interpretation of previous works with regards to this issue seems to be in contradiction. On one hand, there are works claiming that there is no algorithmic solution to the class-imbalance problem since the BDR establishes a fundamental limit in the performance of any classifier (Drummond and Holte, 2005). The argument is that the BDR is asymptotically sought in this domain, i.e. all the solutions proposed in the class-imbalance domain can be categorised as traditional supervised learning approaches since they maximise \( \text{Acc} \) (by minimising the 0-1 loss). So, therefore, no competitive classifier can be proposed for these problems. On the other hand, there are a large number of methodological contributions designed to overcome the intrinsic difficulties of this intricate domain. Moreover, most of these solutions report positive results (He and Garcia, 2009). This suggests that they produce classifiers which are maximised for a more appropriate score to the class imbalance scenario than \( \text{Acc} \).

Therefore, in order to enlighten this apparent contradiction of statements and provide answers, we, now, theoretically scrutinise the most predominant solutions of the state-of-the-art literature. Thus, we can devise what the decision rules behind the proposals of the literature are, their competitiveness and their inherently maximised performance scores.

4.1 Major Solutions for the Class-imbalance Problem

Concerning the unbalanced learning literature, most of its methodological contributions can be mainly categorised into four main kinds of approaches: (1) data sampling (Batista et al., 2004), (2) cost-sensitive learning (Liu and Zhou, 2006), (3) algorithmic modification (Galar et al., 2012), and (4) the use of ensembles (Galar et al., 2012). In this paper, we study data sampling and cost-sensitive learning due to the following facts: (i) they dominate the current research efforts (He and Garcia, 2009). (ii) Both approaches are more transparent to the Bayesian decision theory since they never behave as blackboxes (Rodríguez et al., 2014). (iii) Additionally, there is a lack of a unified framework for the heterogeneous approaches of algorithmic modification and ensembles which impedes their categorisation and study (Galar et al., 2012). (iv) Most of the current efforts in solving unbalanced problems are focused on just binary classification problems. Thus, the effectiveness of the non-dominant (other than data-sampling and cost-sensitive learning) approaches for the multi-class framework is, in most of the proposals, still unknown (Wang and Yao, 2012).

4.1.1 Data Sampling

By means of data sampling (or rescaling) techniques, the training dataset is modified in order to provide a more balanced class distribution (Sáez et al., 2016) so that, when classical supervised algorithms (Wu et al., 2007) are used in the learning process, the resulting classifiers are not biased towards the majority classes (Chawla et al., 2002; Batista et al., 2004). In other words, this approach allows...
the traditional learning systems to learn from a "safe scenario" where the probabilities of the classes hinder the learnt classifiers in an insignificant or null manner. The two simplest methods used are random over-sampling (ROS) and random under-sampling (RUS). While ROS balances the class distribution by the random replication of the examples of the minority classes of the training dataset, the balance distribution is achieved in RUS by the random removal of examples of the overrepresented classes. From a theoretical point of view, both methods are equivalent. They balance the class distribution up to having a uniform class distribution or, at least, a hardly noticeable unbalanced distribution. Formally, data sampling methods, instead of using the generative model as defined in eq. (2), modify the training dataset in such a way that they try to learn a classifier from the following model:

\[
\rho'(x, c|\theta) = p'(c)\rho(x|c, \theta).
\]

(11)

where \(p'(c)\) is a multinomial distribution near the equiprobability, i.e. close to \(e\). Then, by directly applying the BDR, our surrogate of the traditional learning approach, over the modified generative model, we reach the following decision rule:

\[
\hat{c}_B = \arg \max_i \eta'_i \rho(x|c_i, \theta_i), \text{ where } \eta'_i \sim \frac{1}{K}.
\]

(12)

Thus, it can be concluded that the joint use of a data sampling technique and the BDR is practically equivalent (equal for \(\eta'_i = e\)) to use the equiprobable Bayes decision rule. The latter rule does not take into account the class distribution and it is defined as:

**Definition 4** Assuming \(\rho(x|c, \theta)\) and \(\eta\) to be known, the equiprobable Bayes decision rule (EDR) is given by

\[
\hat{c}_E = \arg \max_i \rho(x|c_i, \theta_i).
\]

(13)

Figure 5 summarises our theoretical reasoning behind the data sampling approach. However, when dealing with real-world problems, where the generative function is usually unknown, each method introduces its own set of problematic consequences that might hinder the learning task (He and Garcia, 2009); while ROS may produce over-fitting towards the minority classes, RUS may discard data which are potentially important to the classification process. In order to overcome these problems, some heuristic methods have been proposed in the literature: Tomek links (Tomek, 1976), condensed nearest neighbour rule (CNN) (Hart, 1968), one-side selection (OSS) (Kubat et al., 1997), synthetic minority oversampling techniques (SMOTE) (Chawla et al., 2002), and combinations among them (Batista et al., 2004). The main motivation behind some of these proposals is not only to balance the training data, but also to remove noisy examples lying on the wrong side of the decision region (Batista et al., 2004). Due to its nature and despite the fact that prior works (He and Garcia, 2009; Galar et al., 2012) have shown that data sampling is usually a positive practical solution, this methodology has mainly been criticised due to altering the original class distribution (He and Garcia, 2009), or even, the distribution of the feature space as happens with SMOTE.
4.1.2 Cost-sensitive Learning

Cost-sensitive learning (Elkan, 2001; Zhou and Lui, 2010; Krishnapuram et al., 2011) is a paradigm which studies and solves classification problems where some types of misclassifications may be more crucial than others, e.g. rejecting a valid credit card transaction may cause an inconvenience while approving a large fraudulent transaction may have very negative consequences. Usually, the costs associated to misclassifications are given in the form of a matrix called cost matrix. It is a numerical representation of the cost of classifying examples from one class to another. Formally, the cost matrix, $B = [b_{i,j}]_{1 \leq i,j \leq K}$, is a square matrix of size $K$ where each element $b_{i,j}$ is, by convention, the cost of classifying as class $c_i$ (rows) an example of class $c_j$ (columns) (Elkan, 2001). In this scenario, the main objective of a cost-sensitive learning method is to learn a classifier minimising the overall cost on the training dataset so that it may, afterwards, classify new instances into the classes showing the lowest expected costs. Two main approaches can be found in the literature to deal with cost-sensitive problems (López et al., 2013): (i) direct methods, where cost-sensitive learning algorithms using the cost matrix are built, and (ii) meta learning, where preprocessing or postprocessing mechanisms for the training data or for the output, respectively, are used so that any traditional learning algorithm can be made cost-sensitive. Note that data sampling may be included in the latter (Elkan, 2001; Zhou and Lui, 2010) since, by just changing the class probabilities, the misclassification costs are modified.

In situations of disproportionate class probabilities, cost-sensitive techniques are deemed as good solutions; the proposed solutions usually assume that the cost of misclassifying an example from a minority class is higher than that of misclassifying an example from a majority class. Thereby, the ratio of correct classifications for the minority classes may be improved (Liu and Zhou, 2006; Thai-Nghe et al., 2010). Moreover, several authors (Elkan, 2001; He and Garcia, 2009) claim that cost-sensitive learning is superior to data sampling methods. However, although this framework can significantly improve the performance, it takes for granted the availability of a cost matrix and its associated cost items. Unfortunately, establishing a cost representation of a given unbalanced domain...
can be particularly challenging. For that reason, several proposals in the literature appoint cost matrices for class-imbalance problems. The most utilised approach is the one proposed in Japkowicz and Stephen (2002), which suggests the use of non-uniform error costs defined by means of the class-imbalance ratio presented in the dataset, i.e. \( b_{i,j} = \eta_i / \eta_j \). In other words, modify the relative costs associated to misclassifying any pair of classes so that the imbalance ratio is compensated. Liu and Zhou (2006) proposed an equivalent method allowing the introduction of other costs so that the problem of simultaneously handling unequal misclassification costs and class-imbalance can be handled.

Once the cost matrix is defined and assuming the generative model to be known, an example can be directly classified by means of the BDR for unequal misclassification costs\(^7\) (CS-BDR) (Berger, 1985). This rule minimises the expected misclassification costs as expressed in the cost matrix instead of a 0-1 loss as the traditional solutions seek.

Next, by applying the imbalance ratio compensation approach (Japkowicz and Stephen, 2002; Liu and Zhou, 2006), the CS-BDR, which is optimal for the Hölder mean with \( p = 1 \) and \( \zeta_i = W_i \eta_i \), can be defined as

\[
\hat{c}_B = \arg \max_i W_i \eta_i \rho(x|c_i, \theta_i), \text{ where } W_i = \sum_{j=1}^{K} \frac{1}{b_{i,j}}.
\] (14)

In order to discover the actual decision behind the cost-sensitive methods, we now just substitute the values of the \( W_i \) in eq. (14), also reaching the EDR:

\[
\hat{c}_B = \arg \max_i \eta_i \sum_{j=1}^{K} \frac{1}{b_{i,j}} \rho(x|c_i, \theta_i) = \arg \max_i \rho(x|c_i, \theta_i).
\] (15)

4.2 An Analysis of the Equiprobable Decision Rule

In the previous paragraphs, it is shown that the asymptotic decision rule sought in the studied approaches is the EDR (Definition 4). Additionally, we are confident enough to think that, also for the remaining class-imbalance approaches, as long as their intention is to overcome the hindering behaviours expressed in Section 3.2 by reducing the bias of the traditional learners towards the majority classes, they will seek a decision rule which will be, if not the same, similar to the EDR. This claim is plausible based on both (i) the extended usage of the area under the ROC curve (\( \text{AUC} \), Fawcett (2006)) in unbalanced binary problems to assess the learnt classifiers, and (ii) the fact that the best class distribution to be used in the training dataset in order to maximise the \( \text{AUC} \) tends to be near the balanced scenario (Weiss and Provost, 2003). For that reason, in this section, we take a step further and study the main properties of this rule.

---

\(^7\) This rule differs from the BDR used in the manuscript in the fact that our version of the BDR (Definition 2) assumes equal misclassification costs.
4.2.1 Competitiveness in the Class-Imbalance Scenario

First, we deal with the problem of determining whether the EDR is a competitive classifier to the class-imbalance domain. Opportunely, both the proposed influence function, eq. (7), and the fact that the EDR can be viewed as a particular case of the BDR can be used to shed some light on this issue. Regarding the latter, we focus on the following relationship between both decision rules:

**Proposition 1** Let $A_{\Psi}(\eta, \theta)$ be the true confusion matrix resulting from applying the algorithm $\Psi$ to a classification problem $\gamma_K$ with generative function equal to eq. (2) and with parameters $\eta$ and $\theta$. Hence, when the generative model is known, for both the BDR ($\Psi = B$) and the EDR ($\Psi = E$), it holds true that

$$\forall \eta, A_{B}(e, \theta) = A_{E}(\eta, \theta).$$  \hspace{1cm} (16)

This proposition\(^8\) highlights the fact that, since the EDR is a particular case of the BDR (when the BDR is applied to the balanced version of $\gamma_K$), it results in a constant confusion matrix through the whole spectrum of the class distribution and its value is equal to the one resulting from the BDR in that particular case. Additionally, this relationship between both decision rules has an effect on the studied numerical performance scores:

**Corollary 1** Let $S_{\Psi}(\eta, \theta)$ be a numerical performance score summarising the true confusion matrix $A_{\Psi}$. Then,

$$S_{B}(e, \theta) = S_{E}(e, \theta)$$

is true in all circumstances.

**Corollary 2** When a numerical performance score $S_{\Psi}$ summarises the true confusion matrix $A_{\Psi}$ with independence\(^9\) of the class distribution $\eta$, the relation of Proposition 2 can also be held to be true for $S_{\Psi}$. That is,

$$\forall \eta, S_{B}(e, \theta) = S_{E}(\eta, \theta).$$  \hspace{1cm} (18)

Note that, in our framework, the numerical performance scores whose summary is independent to $\eta$ are the local scores (recall and precision), the unweighted Hölder means among those local scores and the weighted Hölder means among those local scores whose weights are not calculated on the class distribution.

**Corollary 3** The value of classification accuracy, a score which is summarised using the distribution of the classes, for the BDR on the balanced version of a problem is equal to the value of the arithmetic mean among the recalls obtained by the EDR in $\gamma_K$ showing any value of class imbalance. Formally,

$$\forall \eta, Acc_{B}(e, \theta) = Acc_{E}(\eta, \theta).$$  \hspace{1cm} (19)

---

\(^{8}\) Proofs for this proposition and its corollaries are not included in the manuscript due to their triviality; they can be easily inferred by using simple algebra from the proposed framework.

\(^{9}\) No class probability is used in the calculation of the value of the score.
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Now, by substituting eq. (18) in eq. (7); the influence function for the adequate performance scores can be rewritten as:

\[ I_{SK}(\eta) = \int_{\Theta} [S_E(\eta, \theta) - S_B(\eta, \theta)] d\theta. \] (20)

By means of this transformation, this new version of the influence function can be used to study whether the BDR or the EDR has, on average, a superior behaviour with regards to a determined adequate performance score \(A, G, H,\) and \(\min\). If the influence function is positive for the whole range of \(\eta,\) then the EDR behaves, on average, better for that performance score than the BDR. The opposite case, a whole negative influence function, will show that the BDR is superior to the EDR. From just a re-examination of Figure 4 (4c-4f), where the influence function is studied in ternary problems and displayed for the performance scores, the following conclusion can be extracted: since \(I_{SK}(\eta)\) for the adequate scores is positive for “almost” the whole range of \(\eta,\) the EDR is, in general and on average, more competitive than the BDR under the assumed framework. Therefore, the EDR tears apart the fundamental limit in the performance of every algorithm solution established by the BDR and claimed in (Drummond and Holte, 2005). Figure 4 serves as a counter example to generally prove the previous claim.

Finally, we want to remark that, although in theory there is no difference between dealing with binary or multi-class domains, in real world problems, most of the solutions seeking the EDR for unbalanced problems have been shown to be less effective or even to cause a negative effect in dealing with multiple classes (Wang and Yao, 2012; Sáez et al., 2016).

### 4.2.2 Optimality of the EDR

In order to determine the performance score optimised in the EDR, we also take advantage of the definition of the influence function and the relationships between both decision rules:

**Theorem 1** The equiprobable Bayes decision rule is optimal for \(A,\) the unweighted Hölder mean among the recalls with \(p = 1.\)

**Proof** Let the classification accuracy and the unweighted arithmetic mean among the recalls obtained by a classifier \(\Psi\) in a classification problem \(\gamma_K\) with a generative function determined by eq. (2) and with parameters \(\eta\) and \(\theta\) be defined as

\[ Acc_\Psi(\eta, \theta) = \sum_{i=1}^{K} \eta_i R_{\Psi}^i, \text{ and } A_\Psi(\eta, \theta) = \sum_{i=1}^{K} \frac{1}{K} R_{\Psi}^i, \]

respectively.

Also let the BDR and the EDR be denoted as \(\Psi = B\) and \(\Psi = E,\) respectively. Then, since the BDR obtains the optimal classification accuracy in every problem, it holds that:

\[ \forall(\Psi, \eta, \theta), Acc_B(\eta, \theta) = \max \{Acc_\Psi(\eta, \theta)\}. \]

If the BDR is applied to the balanced version of the classification problem \(\gamma_K,\) i.e \(\forall i, \eta_i = K^{-1},\) we obtain

\[ \forall(\Psi, \eta, \theta), Acc_B(e, \theta) = \max \{\sum_{i=1}^{K} \frac{1}{K} R_{\Psi}^i\}. \]
Next, by the definition of $A$, the max function can be rewritten as

$$\forall(\Psi, \eta, \theta), \text{Acc}_B(e, \theta) = \max\{\sum_{i=1}^{K} \frac{1}{K} R_{\psi}^i\} = \max\{A_{\psi}(\eta, \theta)\}.$$ 

Finally, by Corollary 3, we reach the conclusion that the EDR optimises the unweighted arithmetic mean among the recalls:

$$\forall(\Psi, \eta, \theta), A_{E}(\eta, \theta) = \max\{A_{\psi}(\eta, \theta)\}.$$ 

This theorem shows that the EDR achieves the lowest upper bound for $A$, an adequate performance to the class imbalance extent, of any classifier. Therefore, most of the practical contributions to the class-imbalance scenario inherently also maximise this performance score. Unfortunately, this decision rule is not optimal for the other adequate performance scores ($G$, $H$ and $\min$). This non-optimality can be straightforwardly proven using the influence function as expressed in eq. (20); both positive and negative values for $\Gamma_{K}(\eta)$ will prove that neither the BDR nor the EDR always behave, on average, better than the other. Then, by just having a look at the previously indicated singularities of Figure 4d ($G$), Figure 4e ($H$) and Figure 4f ($\min$), it can be seen that neither the EDR nor the BDR are optimal for these performance scores. For greater values of $K$ than in Figure 4, the non-optimality holds, yet, the absolute values of these singularities are smaller. By having a glance at Figure 3, we cannot say whether the EDR is optimal for these performance scores in binary domains. However, by relaxing the geometry assumption$^{10}$ of equal unit variances in our model, we reach the same conclusion as in multi-class; in general, for the unweighted Hölder means among the recalls with $p \neq 1$, the EDR is not an optimal decision rule.

4.3 Discussion on Maximising Other Scores beyond $A$

Several ideas regarding whether the remaining unweighted Hölder means among the recalls can be used to direct the definition of the forthcoming learning solutions for the class-imbalance domain can be extracted from the analyses performed in the previous sections:

(i) Provided that learning algorithms grouped by the EDR report positive results in the literature, and that the Hölder means with $p < 1$ have a higher sensitivity to the imbalance extent than $A$, visibly, classifiers more adequate to deal with the class-imbalance related problems can be proposed.$^{11}$ In this range of $p$, (optimal) classifiers maximising $G$, $H$ and $\min$, among other means, could be proposed. The optimal classifier for the latter will be the most restrictive that can be defined in this framework due to the fact that it ensures than the minimum recall of all classes must be the highest. Probably, a desired property (inferred from (Fernández et al., 2011)) within this complex domain.

$^{10}$ In Figure 3, the behaviour of the EDR is, in fact, optimal for any unweighted Hölder mean with $p \leq 1$. This is because the geometry created in the model has equal variances and the same distance between adjacent means and the Hölder mean equality; the overlapping area for each feature space is equal for both classes. Unfortunately, even in this geometric scenario, for $p > 1$, the EDR is not optimal.

$^{11}$ Since they have greater values for $\Gamma_{K}(\eta)$, a classifier maximising these scores will behave, on average, better than a classifier maximising $A$. 
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(ii) On the contrary, the use of Hölder means with $p > 1$ in the definition of learning systems is not an adequate solution. These scores favour the greater recalls, one class will always have more chances to be selected in the classification. Moreover, this class rarely coincides with the minority class. In the extreme, we have the unweighted Hölder mean with $p = \infty$, whose optimal classifier is the one which classifies every instance to just one class. Therefore, this set of performance scores must be avoided to define loss functions in unbalanced domains, or at least, they must be used with special care.

In conclusion, any practical classifier $\Psi$ resulting from the maximisation of a Hölder mean with $p \leq 1$ over a training sample is a better option than a classifier learnt in the traditional supervised framework due to the fact that it will favour the recalls of the minority classes. These classifiers will have less probability of, in cases of skewed class distributions, behaving like a dummy classifier. Therefore, optimising adequate scores to the class-imbalance extent may produce propitious classifiers reactive to the class-imbalance related problems.

5 Third Study: Bounds for the Competitiveness of a Classifier in the Class-Imbalance Scenario

Virtually, every paper proposing a class-imbalance solution has the exact same experimental setup (Prati et al., 2015): “A proposed method is compared against one or two previously proposed methods over a dozen or so datasets. Although this experimental setup is reasonable to support an argument that the new method is as good as or better than the state of the art, it still leaves many unanswered questions”. Among them, we can find the question of whether the proposed solution is able to produce competitive classifiers: if the precedent solutions are not competitive (in terms of our definition), the proposal might be uncompetitive as well. For that reason, in this study, we focus on the last question of the introduction: Can bounds guaranteeing the competitiveness of a classifier be provided for the value of certain adequate performance scores? In particular, since they have gained notorious importance throughout the paper, we focus on the values of the unweighted Hölder means among the recalls. We refer to this value as $S^{p}_{\Psi}$, where $p$ stands for the exponent of the mean used to assess a given classifier $\Psi$.

Next, in order to answer the question, we rewrite the definition of “competitiveness of a classifier” as a competitive classifier is a classifier whose expected behaviour is superior to the expected behaviour of an already known baseline classifier. Thus, by just instantiating the expressions “expected behaviour” and “baseline classifier”, and after some algebra, practical bounds for $S^{p}_{\Psi}$ can be given in order to ensure the adequateness of $\Psi$ for any given unbalanced problem. Regarding the former concept, the expected behaviour cannot be determined by the direct use of the inherently maximised performance score as it would not be legitimate; $\Psi$ might be favoured in the comparison. For that reason, we rely on common sense and on previous experience in the class-imbalance domain to define the term. Within this domain, it is interesting to obtain classifiers achieving great recalls for the minority

12 The interested reader can find, in the appendix, an example of how the decision regions for the different decision rules optimising the studied global performance scores are located in a ternary problem generated from a Gaussian mixture model.
classes while maintaining adequate recalls for the majority ones (Gu et al., 2009), a fairly complicated task. Therefore, the competitiveness of the target classifier can be translated into obtaining greater or equal recalls for both the minority and majority classes than a baseline classifier for which prior knowledge is available. Finally, concerning the second term, we make use of the most-utilised base classifier for establishing the lower expected behaviour than a competitive classifier must obtain; the classifier representing the random guessing. Formally:

**Definition 5** The classifier representing the random guessing of \( K \) different classes is known as the uniformly random classifier (RAND) and it is given by

\[
\hat{c}_R = \text{Unif}\{1, K\}.
\]  

(21)

where Unif\{1, \( K \)\} is the discrete uniformly random function which assigns a categorical class \( c_i \) to an example \( x \) with probability \( 1/K \). All the performance scores contemplated in Table 1 assign the same value to the goodness of this classifier:

\[
\mathcal{P}^* = \mathcal{R}^* = \frac{1}{K}, \forall i, \text{ and } \mathcal{Acc} = \mathcal{A} = \mathcal{G} = \mathcal{H} = \max = \min = \frac{1}{K}.
\]

In general, for the Hölder means among the recalls\(^{13}\) (independently of the values of weights, \( \zeta \), and the exponent \( p \)), it holds that

\[
M_p(\mathcal{R}, \zeta) = \frac{1}{K}, \text{ where } \mathcal{R} = (\mathcal{R}^1, \ldots, \mathcal{R}^K).
\]

Now, by means of the previous instantiations, we can determine the competitiveness of \( \Psi \) by just checking which values for an unweighted Hölder mean ensure that a recall of at least \( 1/K \) is obtained for all classes. Opportunely, this calculation can be easily performed in this kind of functions. Then, let \( S^p_{\sup} \) be defined as the lowest value for \( S^p_{\Psi} \) ensuring that the classifier \( \Psi \) is certainly superior to RAND. This extreme situation takes place when just one recall is equal to \( 1/K \) and the remaining are all equal to 1, i.e. \( \exists j (\mathcal{R}^j = 1/K \land \forall i \neq j, \mathcal{R}^i = 1) \). In this scenario, the slightest negative variation in the score could result in an incompetent classifier, i.e. a classifier \( \Psi \) reporting a score of \( S^p_{\Psi} = S^{p}_{\sup} - \epsilon \), where \( \epsilon \to 0^+ \), could indicate that \( \exists i, \mathcal{R}^i < 1/K \). On the contrary, a score of \( S^p_{\inf} + \epsilon \) will always indicate that \( \Psi \) is a competitive classifier with \( \forall i, \mathcal{R}^i > 1/K \). Thus, by just substituting these recalls in the definition of a Hölder means – eq. (1) –, we obtain

\[
S^p_{\sup} = \left( K^p + K^{(p-1)} + 1 \right)^{\frac{1}{p}}.
\]  

(22)

Regarding the opposite scenario, the incompetence is determined by calculating which values of the Hölder means ensure that at least one recall is below the random guessing value, \( 1/K \). Here, let \( S^p_{\inf} \) be the strictly upper value for the score \( S^p_{\Psi} \) indicating that \( \Psi \) is not competitive, i.e. it is inevitably inferior to RAND. For this case, we choose the scenario of obtaining a classifier behaving in the same manner as the RAND. Therefore, any negative variation in the score of \( \Psi \) will indicate the incompetence of it. Analogously, any positive variation might indicate

\(^{13}\) This can be trivially proved by following a similar reasoning to Theorem 1 of (Ortízgoa-Hernández et al., 2016) but using the Hölder mean equality instead.
that the classifier is competent. In the latter assertion we cannot remove the modal verb 'might' due to the fact that a higher score, but less than $S_{\text{inf}}^p$, is not sufficient for safeguarding better recalls than the RAND for all classes. Hence, the value for this upper value is:

$$S_{\text{inf}}^p = \frac{1}{K} = \text{RAND}$$  \hspace{1cm} (23)

As a summary of the previous paragraphs, we plot Figure 6. Here, the values for both eq. (22), $S_{\text{sup}}^p$, and eq. (23), $S_{\text{inf}}^p$, (y-axis) in the domain $p \in [-50,50]$ (x-axis) are presented. Figure 6a represents these values for binary problems and Figure 6b for ternary cases. In the figures, three different areas can be seen. They correspond to the cases for $S_{\psi}^p$ argued in this section:

- if $S_{\psi}^p \in [S_{\text{inf}}^p, 1]$ : SUPERIOR.
- if $S_{\psi}^p \in [0, S_{\text{inf}}^p)$ : INFERIOR.
- if $S_{\psi}^p \in [S_{\text{inf}}^p, S_{\text{sup}}^p)$ : INDETERMINATE.

The competitiveness of $\psi$ cannot be checked with just $S_{\psi}^p$.

In conclusion, it can be seen that the thesis highlighted throughout the whole paper is supported once more; the adequateness of the unweighted Hölder mean among the recalls with $p \leq 1$ to assess the goodness of a classifier in multi-class class-imbalance domains. Not only do they focus on the behaviour of all recalls, independently of their class probability values, but also the resulting score value is acutely informative in terms of competitiveness of the classifier. Here again, $\text{min}$ is the most restrictive and the most informative score: a value above $1/K$ indicates that the classifier is competitive. A value below denotes the opposite.

6 Limitations of the Studies and Suggestions for Future Research

One limitation with the research described in this article is that, because all the conclusions are extracted from the assumed manageable model used to draw the influence functions, our conclusions may hold only for the assumed model. However, the generality of the results holds true for almost all the contributions of the paper.
as we indicate throughout the sections. Only for the case of our claim saying that, within our assumed model, averaging precisions is inadequate to validate unbalanced domains, the general validity cannot be assured. This, along with the high number of papers using precision to assess classifiers in the class-imbalance literature, sustains a potential theoretical research line in order to determine whether the usage of precision is adequate when facing skewed class distributions. Other potential research lines regarding our assumed model for the class-imbalance problem could be the following: Firstly, several other classifiers rather than the BDR can be used as a representative classifier in the study. Secondly, analytical solutions can be found for either the influence function for each score or for the decision rules optimising Hölder means with \( p < 1 \). Thirdly, here, we exclusively deal with the supervised learning framework, however, other types of learning scenarios such as semi-supervised learning (Ortigosa-Hernández et al., 2016) can be studied.

Another limitation of our paper is that, in the second study, where the state-of-the-art methodological contributions to this intricate problem are reviewed, the scope is limited. There, we only investigate the data sampling and the cost-sensitive learning approaches. As pointed out in Section 4, since our aim is to study the multi-class setting, where the effectiveness of the non-dominant (other than data sampling and cost-sensitive learning) is still unknown, we narrow our scope to just the approaches which can be used in the multi-class setting and which never behave as blackboxes when studied using the Bayesian decision theory (Wang and Yao, 2012; Rodríguez et al., 2014). However, there are reasons to believe that our conclusions will hold for other binary approaches as long as they seek a maximisation of the \( \text{AUC} \) (Weiss and Provost, 2003). We believe that an important potential future line of research, before expanding our scope in this study, is to determine which approaches proposed for binary unbalanced problems are effective in the multi-class setting.

Finally, the fact that the number of performance scores studied is limited may also be seen as a restriction of this study; we deal only with the most utilised numerical performance scores. Since there is a huge number of performance scores (Gu et al., 2009), future research lines can make use of our framework to investigate their adequateness to unbalanced domains; similar studies can be proposed using other interesting kinds of scores\(^\text{14}\): graphical performance scores (Santafe et al., 2015), adjusted (to the class-imbalance domain) performance scores (López et al., 2013), or, even, the whole confusion matrix (Koço and Capponi, 2013).

7 Summary

Most of the existing learning algorithms are designed to asymptotically converge to the BDR by minimising the 0-1 loss or, what is equivalent, maximising the classification accuracy. Unfortunately, when dealing with unbalanced problems, the classification accuracy is not an adequate performance score due to the fact that the underrepresented classes have very little impact on the measure when they are compared to the overrepresented classes. Therefore, it is imperative to define more adequate learning systems which can effectively deal with skewed class distributions in the multi-class setting. Thus, in order to shorten the distance towards the

\(^{14}\) Interested readers can find, in the appendix, a preliminary study on another two broadly used scores for binary unbalanced problems; the \( F_1 \)-score and the \( \text{AUC} \) for discrete classifiers.
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previous ideal, in this paper, an exhaustive analysis of a set of numerical performance scores is carried out, not only to be able to determine their adequateness to assess the goodness of a classifier in this complex scenario, but also to be capable of studying whether they are suited to be used to produce more competitive learning systems for unbalanced problems. Specifically, we focus on performing an exhaustive analysis of the most-common numerical performance scores used in the class-imbalance domain which can also be represented as Hölder means (Bullen, 2003) among the recalls of all the classes. This set groups well-known performance scores such as accuracy, a-mean, g-mean etc. Since many interdependent factors may hinder the discerning skill of the classifier and, therefore, vary the value of the score, we develop a novel classification framework which allows us to marginalise out the class-imbalance component from the rest of the factors. As a result, the influence of the class-imbalance extent on the performance score using the long studied BDR as a classifier can be measured in isolation. With this study, we provide answers to the following questions:

Which performance scores are adequate to determine the competitiveness of a classifier in multi-class unbalanced domains? The performance scores which are unweighted Hölder means with $p \leq 1$ (a-mean, g-mean, h-mean, etc.) among the recalls are the most appropriate to evaluate the competitiveness of classifiers in multi-class unbalanced problems. In these cases, misclassifying the least probable classes is highly penalised.

Which performance scores are maximised in the most well-known learning solutions designed to deal with skewed classes? Data sampling and cost-sensitive learning techniques are designed to maximise the a-mean (which is the unweighted Hölder mean with $p = 1$) due to the fact that they asymptotically converge to the BDR for equiprobable classes. Other solutions to the class-imbalance problem also seem to similarly behave owing to the fact that they are designed to maximise the AUC.

Can bounds guaranteeing the competitiveness of a classifier be provided for certain adequate performance scores? Yes, we finalise the paper by providing two different practical bounds for the performance scores expressed as unweighted Hölder means among the recalls with $p \in \mathbb{R} \cup \{+\infty, -\infty\}$; a bound for the lowest value of the performance score ensuring a competitive solution for unbalanced problems and a bound for the highest value of the score indicating an incompetent solution.
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A Influence Functions for Other Predominant Performance Scores Used in Binary Unbalanced Problems

Although the main aim of this manuscript is to propose a set of adequate performance scores for the scarcely studied unbalanced multi-class setting where, to the best of our knowledge, there is no convention on how to assess the learnt classifiers, the current practice in the literature for binary unbalanced problems, e.g. (Axelsson, 2000; Tang et al., 2009; Denil and Trappenberg, 2010; Di Martino et al., 2013; López et al., 2013; Prati et al., 2015), also uses the \( \text{AUC} \) (Bradley, 1997; Provost et al., 1998) and the \( \text{F-score} \) (Rijsbergen, 1979) to assess the performance of the proposed solutions.

In this context, this appendix is devoted to performing a preliminary study on those broadly used performance scores by means of the framework presented in this manuscript. The objectives of this study are the following: (i) Discovering the existing relationships between our proposals and the state-of-the-art performance scores for binary problems, and, in the case where they are not as recommendable as the proposals of the paper, (ii) providing a justification on why these scores for binary problems are not as recommendable as our proposals for the multi-class scenario.

A.1 Area Under the ROC Curve (\( \text{AUC} \))

In the binary setting, the Receiver Operating Curve (ROC) curve is a graphical score which allows the visualisation of the trade-off between the proportion of positives that are correctly identified and the number of negative events wrongly categorised as positive, evidencing that any classifier cannot increase the number of true positives without also increasing the false positives (Provost et al., 1998; López et al., 2013). The area under the ROC curve (\( \text{AUC} \)) provides a single measure of a classifier’s performance (Bradley, 1997), see Figure 7. Since there are classifiers for which only one point of the curve is available (Fawcett, 2006), the area under the ROC curve (\( \text{AUC} \)) is frequently approximated in the class-imbalance literature, e.g. (Galar et al., 2012; López et al., 2013), by means of the following summary statistic, the arithmetic mean of the true positive rate and the complement of the false positive rate:

\[
\text{AUC} = \frac{1 + \text{TP}_{\text{rate}} - \text{FP}_{\text{rate}}}{2}. \tag{24}
\]

There, \( \text{TP}_{\text{rate}} \) measures the proportion of positives that are correctly identified and coincides with the definition of the recall, \( \text{FP}_{\text{rate}} \), on the contrary, is the ratio between the number of negative events wrongly categorised as positive and the total number of actual negative events, which coincides with the complementary of the recall of the other class. This formula calculates the area between one selected operating point (\( \text{TP}_{\text{rate}}, \text{FP}_{\text{rate}} \)) and the triangular ROC curve constructed with only (0, 0) and (1, 1) as perceived in Figure 7. Formally and assuming that the positive class corresponds to first class, we have that

![Fig. 7: Example of a ROC plot. Two curves for two classifiers are plotted: the dashed line represents the random classifier (RAND), whilst the solid line is a classifier \( \Psi \) behaving better than the random classifiers.](image-url)
Then, by substituting eq. (25) in eq. (24) and after simple algebra we reach the conclusion that using the $\text{AUC}$ to assess classifiers producing just one point of the curve is, for binary classification problems, equivalent to using the arithmetic mean between the recalls, $A$, as claimed in (Santafe et al., 2015):

$$\text{AUC} = \frac{1}{2}(R_1 + R_2) = A$$

(26)

These calculations manifest that all the conclusions made for $A$ in binary problems holds for the $\text{AUC}$ when only one point of the ROC curve is available, including the fact that the EDR is also an optimal decision rule.

Unfortunately, the $\text{AUC}$, unlike the proposed H"older means among the recalls, is a measure of the discriminability of a pair of classes (Fawcett, 2006): “In a binary problem, the $\text{AUC}$ is a single scalar value, but a multi-class problem introduces the issue of combining multiple pairwise discriminability values. There are several approaches to perform this combination, e.g. (Provost and Domingos, 2000) or (Hand and Till, 2001)”. In that paper, both advantages and disadvantages of the usage of each approach are given. For that reason, we believe that averaging recalls is more recommendable than $\text{AUC}$ in the multi-class setting due to the following:

1. Is there a similarity to $A$ when more than one curve point is available for a classifier? Is the EDR also an optimal decision rule for that case? Would the EDR remain so having any number $K$ of class variables?

2. While $A$ has a natural and trivial expansion to the multiple categorical classes, $\text{AUC}$ introduces the issue of deciding which approach should be used to combine multiple pairwise discriminability values. Would $A$ be a more adequate performance score than $\text{AUC}$ for assessing multi-class unbalanced problems?

3. This similarity supports the empirical conclusions extracted by (Weiss and Provost, 2003) claiming that balanced class distributions in training datasets maximise the $\text{AUC}$. Could their claim be theoretically proved by means of our framework?

A.2 The $F$-score

The $F$-score was introduced in information retrieval applications domains but, since then it is also widely used in machine learning in general (Rijsbergen, 1979). The definition of this score depends on a parameter $\beta$ provided by the practitioner in order to weight the terms of precision $P$ and recall $R$:

$$F_\beta = \frac{(\beta^2 + 1)R_1P_1}{\beta^2R_1^2 + P_1^2}$$

(27)

When $\beta = 1$, the obtained $F$-score is known as $F_1$-score and corresponds to the harmonic mean (unweighted H"older mean with $p = -1$) of precision and recall. This value is usually the one used in the class-imbalance literature (Tang et al., 2009; Denil and Trappenberg, 2010; Di Martino et al., 2013). Since the $F_1$-score is a local performance score depending on just the precision and recall of a single class, its usage in the multi-class setting and, thus, in the proposed framework is straightforward; let the $F_1$-score be defined as

$$F_1 = \frac{2R_1P_1}{R_1^2 + P_1^2}$$

(28)

so that we can determine whether averaging $F_1$-scores produces adequate global performance scores for the multi-class unbalanced scenario.
Fig. 8: The influence function in binary and ternary problems, $I_{SK}(\epsilon)$, for both the arithmetic mean among the recalls and among the $F_1$-scores throughout the range $-\frac{1}{K} \leq \epsilon \leq \frac{K-1}{K}$.

Fig. 9: The influence function in binary and ternary problems, $I_{SK}(\epsilon)$, for both the geometric mean among the recalls and among the $F_1$-scores throughout the range $-\frac{1}{K} \leq \epsilon \leq \frac{K-1}{K}$.
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In order to do that, we plot the influence functions $I_{SK}(\epsilon)$ for the averages among the recalls used in the manuscript, the influence functions for the averages among the $F_1$-scores, and, afterwards, compare them (by computing the difference). Figures 8-11 share the same structure; the first column is the influence function of a Hölder mean among the recalls, the second column is the influence function of the same Hölder mean, but among the $F_1$-scores, and third column corresponds to the subtraction of the influence function, using the average of recalls as minuend. Then, the first row corresponds the binary setting and the second row deals with a ternary problem. The Hölder means presented are the following: Figure 8 is the arithmetic mean, Figure 9 is the geometric mean, Figure 10 is the harmonic mean, and 11 is minimum value.

Fig. 10: The influence function in binary and ternary problems, $I_{SK}(\epsilon)$, for both the harmonic mean among the recalls and among the $F_1$-scores throughout the range $-\frac{1}{K} \leq \epsilon \leq \frac{K-1}{K}$.

Fig. 11: The influence function in binary and ternary problems, $I_{SK}(\epsilon)$, for both the minimum recall and the minimum $F_1$-score throughout the range $-\frac{1}{K} \leq \epsilon \leq \frac{K-1}{K}$.
Examining the results, we conclude that using averages among the $F_1$-scores to assess the performance of multi-class unbalanced problems is also an adequate practice. In all the figures, both sets of performance scores behave similarly. Yet, from the subtraction, it can be inferred that averages among the $F_1$-scores seems to be slightly less expressive than averages among the recalls.

B Case Study: How are the Decision Regions for the Classifiers Optimising the Studied Scores Placed in a Ternary Problem?

With the purpose of exposing the asymptotical behaviour of the classifiers maximising the numerical performance scores studied in the manuscript, here, we set up a controlled example showing how the optimal classifiers for those scores split the feature space into different decision regions. As we assume the generative model to be known, each optimal classifier will be referred to as the decision rule optimising a certain numerical performance score.

Deliberately, we define the example in terms of the framework of the manuscript: Let the example $\gamma_3$ be a ternary classification problem with a generative model composed of a univariate Gaussian mixture model represented by the following joint probability density function

$$f(x,c|\theta) = \sum_{i=1}^{K} \eta_i f(x|c_i, \theta_i) \mathbb{1}(c = c_i).$$

Note that the previous equation uses $f$ instead of $\rho$ (as in the manuscript) for the distribution of the feature space. This is due to the fact that, here, we assume the features to be continuous. Let $\mathbb{1}(c = c_i)$ stand for the indicator function, i.e. it is equal to 1 if $c = c_i$ and 0 otherwise. Then, let us instantiate each mixture component in this example as a univariate Gaussian distribution with parameters

$$f(x|c_1, \theta_1) \sim N(3, 0.5) \quad f(x|c_2, \theta_2) \sim N(5, 0.5) \quad f(x|c_3, \theta_3) \sim N(6, 0.5)$$

and let the class distribution be set as $\eta = (0.6, 0.3, 0.1)$. Figure 12 shows the generative model of the proposed example. Whilst Figure 12a plots the density distribution for each class multiplied by its class probability ($\eta_i f(x|c_i, \theta_i)$), Figure 12b presents only the mixture density distribution of the classes ($f(x|c, \theta))$. The main objective of presenting two views of the same model is two-fold: (i) the influence of the class distribution on the intricacy of the generative model can be perceived at a glance, and (ii) each view is a key factor in showing the behaviour of the two main decision rules studied in the manuscript; the BDR (which optimises $\text{Acc}$) and the EDR (which is optimal for $\mathcal{A}$).

Moreover, the figures also display the limits of the decision rules optimising all the numerical performance scores studied in the paper. Here, the decision regions are represented by vertical lines dividing the real number line; the first line to the left divides $\Omega_1$ and $\Omega_2$, and the second line separates $\Omega_2$ and $\Omega_3$, i.e. $\Omega_1 = (-\infty, \text{left line}], \Omega_2 = [\text{left line}, \text{right line}], \text{and } \Omega_3 = (\text{right line}, \infty)$. In order to calculate these regions, we directly applied the BDR and the EDR to find their optimal decision regions for $\text{Acc}$ and $\mathcal{A}$, respectively, and an exhaustive search to find the optimal classifiers and their decision regions for the performance scores which have an unknown (to us) decision rule; $\mathcal{G}$, $\mathcal{H}$, max, and min. Since these unknown decision rules have not been named in the manuscript, henceforth, we will refer to the unnamed decision rule optimising a score $S$ as $S$-DR, e.g. $\mathcal{G}$-DR will stand for the decision rule optimising $\mathcal{G}$. In the figures, the limiting values are coloured as follows: the red lines represent the limits for the EDR, the orange is for the BDR, yellow is used for $\mathcal{G}$-DR, green for $\mathcal{H}$-DR, and the blue and purple colours are for the extreme rules; min-DR and max-DR, respectively.

By comparing both figures, it can be easily seen that the BDR uses both the class distribution and the feature distribution to split the real number line into regions, and that the EDR relies just on the feature distribution to accomplish the same task. While the BDR cuts the feature space in the intersection points of Figure 12a, the EDR relies on the intersections of Figure 12b. Next, note that the insensitive max-DR has only one limiting value (we set this value at $+\infty$, i.e. $\Omega_1 = (-\infty, \infty)$ and $\Omega_2 = \Omega_3 = \emptyset$). This is because the optimality can be easily achieved with the dummy classifier which classifies all instances as just one class. Therefore, an optimal classifier for that rule will be the one that assigns the whole real number line to a determined decision region and that leaves the rest of the decision region empty. Then,
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(a) The generative model of the example as it is defined, i.e. the density distribution for each class is multiplied by its class probability.

(b) The density distribution of each categorical class.

Fig. 12: The decision region limits for the decision rules optimising the studied scores: EDR (red), BDR (orange), $G$-DR (yellow), $H$-DR (green), min-DR (blue) and max-DR (purple).

Regarding the min-DR, it can be seen that it seeks that the area of each class in its decision region is equal to any area of any other class in its decision region so that the minimum recall will be the maximum, i.e.

$$\forall 1 \leq i, j \leq 3, \int_{\Omega_i} f(x|c_i, \theta_i) dx = \int_{\Omega_j} f(x|c_j, \theta_j) dx.$$ 

Finally, the decision regions optimising the other adequate numerical performance scores, i.e. $G$-DR and $H$-DR always seem to have limiting values bounded by the EDR and the min-DR. It may be an interesting potential research line to determine how the limiting values of the decision region vary on the class-overlapping for the unweighted Hölder means ($p \leq 1$). In the figures, it can be seen that while $\Omega_3$ has a similar size for these scores, $\Omega_1$ and $\Omega_2$ fluctuate considerably with $p$.

In conclusion, with this example we reinforce one of the theses of the manuscript. Although, graphically, both the BDR and the EDR seem to be more compelling for splitting the x-axis in the intersection points, the use of classifiers maximising unweighted Hölder means with $p < 1$ may be of interest as we have proved that they are more informative on the class-imbalance problems. More competitive classifiers may be proposed by adding these numerical performance scores to the definition of the forthcoming learning algorithms for unbalanced problems. These adequate classifiers tend to split the x-axis so that the decision region of each class shares the same area in terms of just the density function. Therefore, they will be more reactive to the potential problems derived from the skewness of the class distribution.
### Closest Studies in the Literature about the Class-imbalance Problem

<table>
<thead>
<tr>
<th>Feature</th>
<th>Manuscript</th>
<th>(Prati et al., 2004)</th>
<th>(Prati et al., 2015)</th>
<th>(Weiss and Provost, 2003)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of study</td>
<td>Theoretical</td>
<td>Empirical</td>
<td>Empirical</td>
<td>Empirical</td>
</tr>
<tr>
<td>Problem Faced Classifiers</td>
<td>Multi-class</td>
<td>Binary</td>
<td>Binary</td>
<td>Binary</td>
</tr>
<tr>
<td>Description</td>
<td>The BDR and the EDR over the generative model</td>
<td>C4.5 over a set of artificial datasets</td>
<td>Several learning paradigms over a set of real datasets</td>
<td>C4.5 over a set of real datasets</td>
</tr>
<tr>
<td>Description</td>
<td>By analysing the BDR, we propose a set of adequate performance scores to assess classifiers in the multi-class unbalanced domain. Moreover, we highlight that several approaches to class-imbalance problems inherently maximise the discovered adequate scores. Finally, we also propose bounds on those scores in order to discriminate competitive from uncompetitive classifiers.</td>
<td>By means of a set of experiments, the authors seek for answers to the question of whether class-imbalance, by itself, can degrade the performance of a learning system. They affirmatively answer the question and conclude by claiming that class-overlapping plays an important role in the concept induction, even strong than class-imbalance.</td>
<td>They perform a study in order to relate the performance loss, the degree of class imbalance and the different learning paradigms. Specifically, they address these questions: i Which distribution bounds the unbalanced datasets? ii Are all learning paradigms equally affected by class-imbalance? iii How much of the losses can be recovered by the treatment methods?</td>
<td>The authors analyse, for a previously fixed training set size, the relationship between a changing class distribution in the training data and its resulting classifier performance. Moreover, they proposed an under sampling method to obtain the class distribution producing the best classifier.</td>
</tr>
<tr>
<td>Limitations</td>
<td>The theoretical model is simplified in order to be able to fully interpret the results. The state-of-the-art algorithms reviewed are limited to data sampling (RUS, ROS) and cost-sensitive learning. The performance scores studies for multi-class unbalanced situation are restricted to Hölder means among the recalls.</td>
<td>Restricted to binary problems 12 artificial datasets generated with Gaussian distributions with unit variance. Bias is introduced in the study by the limitation of the training sample size, the use of using C4.5 as learning algorithm instead of the generative model as classifier and the estimation of the error.</td>
<td>Restricted to binary problems. The recovery equation is insensitive to small losses. Large recovery rates are avoided. Bias is introduced in the study: 22 real-world datasets with unknown generative models are used to feed 6 learning algorithms in order to produce several classifiers whose performance is estimated.</td>
<td>Restricted to binary problems. Restricted to just once learning algorithm C4.5. Bias is introduced in the study: 26 real-world datasets with unknown generative models and performance estimation.</td>
</tr>
</tbody>
</table>

Table 2: Differences among several similar studies of the class-imbalance problem.
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*Measurement is the first step that leads to control and eventually to improvement. If you can’t measure something, you can’t understand it. If you can’t understand it, you can’t control it. If you can’t control it, you can’t improve it.*

Measuring the class-imbalance extent of multi-class problems
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Abstract

Since many important real-world classification problems involve learning from unbalanced data, the challenging class-imbalance problem has lately received considerable attention in the community. Most of the methodological contributions proposed in the literature carry out a set of experiments over a battery of specific datasets. In these cases, in order to be able to draw meaningful conclusions from the experiments, authors often measure the class-imbalance extent of each tested dataset using imbalance-ratio, i.e. dividing the frequencies of the majority class by the minority class.

In this paper, we argue that, although imbalance-ratio is an informative measure for binary problems, it is not adequate for the multi-class scenario due to the fact that, in that scenario, it groups problems with disparate class-imbalance extents under the same numerical value. Thus, in order to overcome this drawback, in this paper, we propose imbalance-degree as a novel and normalised measure which is capable of properly measuring the class-imbalance extent of a multi-class problem. Experimental results show that imbalance-degree is more adequate than imbalance-ratio since it is more sensitive in reflecting the hindrance produced by skewed multi-class distributions to the learning processes.

1. Introduction

Most of the well-known traditional machine learning techniques are designed to solve classification problems showing reasonably balanced class distributions [24]. However, this assumption does not always hold in reality. Occasionally, real-world problems have skewed class distributions and, due to this, they present training datasets where several classes are represented by an extremely large number of examples, while some others are represented by only a few. This particular situation is known as the class-imbalance problem, a.k.a. learning from unbalanced data [17], and it is considered in the literature as a major obstacle to building precise classifiers: the solutions obtained for problems showing class-imbalance through the traditional learning techniques are usually biased towards the most probable classes showing a poor prediction power for the least probable classes [10]. Thus, in an attempt to overcome this obstacle, hundreds of methodological solutions have been proposed recently in order to balance the prediction powers for both the most and the least probable classes.

According to [28], the proposed solutions can be mainly categorised into the following three major groups: (i) the development of inbuilt mechanisms [11], which change the classification strategies to impose a bias toward the minority classes, (ii) the usage of data sampling methods [3], which modify the class distribution to change the balance between the classes, and (iii) the adoption of cost-sensitive learning techniques [22] which assume higher misclassification costs for examples of the minority classes.

Usually, every paper proposed within those categories shares the same experimental setup: the proposed method is compared against one or several competing methods over a dozen or so datasets. However, although this experimental setup is reasonable enough to support an argument that the new method is “as good as” or “better than” the state-of-the-art, it still leaves many unanswered questions [27]. Besides, it is costly in computing time [30]. Thus, in order to be able to perform more meaningful analyses, some authors complement this experimental schema with a study of the inherent properties of the checked datasets by extracting from them a set of informative measures [30,31]. By means of this data characterisation, more solid empirical conclusions may be efficiently extracted: on the one hand, a better understanding of the problem faced may be achieved since it is a structured manner of investigating and explaining which intrinsic features of the data are affecting the classifiers [2]. On the other hand, the measured data can be related to the classifier performance so that the appli-
cability and performance of a classifier based upon the data can be predicted, avoiding a great amount of computing time [30].

In the literature, authors often measure the class-imbalance extent. In those works, imbalance-ratio is the most frequently used summary of the class-imbalance extent due to its simplicity [11]. It reflects the (expected) number of instances of the most probable class for each instance of the least probable class. However, in this paper, we state that whilst it is a very informative summary of the class-imbalance extent for binary problems, it is not capable of completely and honestly describing the disparity among the frequencies of more than two classes. In the multi-class scenario, there exists other classes rather than the most and least probable classes and they are not taken into account for the calculation of this summary. This may lead to the undesired situation of characterising multi-class problems with disparate class-imbalance extents using the same imbalance-ratio.

In order to clarify this drawback, let’s consider the toy example presented in Fig. 1: Imagine that a 3-class problem with an imbalance-ratio of 20 (100:5) is provided. This means that there are 20 examples of the most probable class (c1) for each example of the least probable class (c2). However, by means of just imbalance-ratio, little knowledge can be extracted regarding the remaining class c3, i.e. the number of examples of c2 can vary from 5 to 100, and all these 95 different possible scenarios share an imbalance-ratio equal to 20.

As can be easily noticed, the scenario with 100 examples for the second class – Fig. 1a –, is far less problematic than having only 5 examples of the second class – Fig. 1b –. While there is only one minority class in the former scenario, we find two minority classes in the latter. So, it can be straightforwardly concluded that imbalance-ratio is not a proper summary of the class-imbalance extent in the multi-class scenario as it groups diverse problems with different class-imbalance extents under the same numerical value.

Thus, in order to bridge this gap, in this paper, we propose a new summary which is capable of properly shortening the class distributions of both binary and multi-class classification problems into a single value. This measure, which we name imbalance-degree, represents the existing difference between a purely balanced distribution and the studied unbalanced problem, and it has the following three interesting properties:

1. By means of a single real value in the range [0, K], where K is the number of classes, it not only summarises the class distribution of a given problem but also inherently expresses the number of majority and minority classes.
2. Depending on the requirements of the experimental setup and the degree of sensitivity sought, this measure can be instantiated with any common distance between vectors or divergence between probability distributions.
3. A unique mapping between the class distributions and the numerical value of imbalance-degree is ensured for problems showing different numbers of majority and minority classes. Therefore, diverse problems cannot share a common numerical value as happens with imbalance-ratio.

Experimental results show that imbalance-degree is a more appropriate summary than imbalance-ratio. In the multi-class framework, the former is not only able of differentiating class distributions than the latter groups with the same value but it also achieves a greater correlation with the hindrance that skewed class distributions cause in the learning processes.

The rest of the paper is organised as follows: Section 2 introduces the framework, notation, and a review of the most-commonly used measures and summaries of the class distribution. In Section 3, we introduce imbalance-degree as a more informative measure for the multi-class scenario. After that, Section 4 presents an empirical study of the adequateness of the proposed measure. Finally, Section 5 sums up the paper.

2. Problem formulation and state-of-the-art measures for the class-imbalance extent

Let $y_K$ be a K-class classification problem with a generative model given by the generalised joint probability density function $\rho(x, c) = p(c)\rho(x|c)$,

$$\rho(x, c) = p(c)\rho(x|c),$$

where $p(c)$ is a multinomial distribution representing the class probabilities and $\rho(x|c)$ is the conditional distribution of the feature space. For convenience, henceforth, we rewrite the former as $\eta = (\eta_1, \eta_2, \ldots, \eta_K)$, where each $\eta_i = p(c_i)$ stands for the probability of each categorical class $c_i$. Also, we denote the special case of equiprobability as $e = (e_1, e_2, \ldots, e_K)$, where $\forall i, \eta_i = 1/K = e_i$.

Then, depending on the outline of its class distribution $\eta$, every classification problem $y_K$ can be catalogued into one of the following groups: (i) $y_K$ may be a balanced problem, (ii) an unbalanced problem showing multi-majority, or (iii) a multi-minority unbalanced problem. The formal definitions for these groups, as expressed in [17] and [31], are the following:

**Definition 1.** A K-class classification problem, $y_K$, is balanced if it exhibits a uniform distribution between its classes. Otherwise, it is considered to be unbalanced. Formally,

$$y_K \text{ is balanced } \iff \eta = e.$$  

**Definition 2.** A multi-class classification problem ($K > 2$), $y_K$, shows a multi-majority class-imbalance if most of the classes have a higher or equal probability than equiprobability, i.e.

$$y_K \text{ is multi-majority } \iff \sum_{i=1}^{K} \mathbb{1}(\eta_i \geq \frac{1}{K}) \geq \frac{K}{2}.$$  

**Definition 3.** An unbalanced classification problem, $y_K$ with $K > 2$, shows a multi-minority class-imbalance when most of the class probabilities are below the equiprobability. Formally,

$$y_K \text{ is multi-minority } \iff \sum_{i=1}^{K} \mathbb{1}(\eta_i < \frac{1}{K}) > \frac{K}{2}.$$  

Here, $\mathbb{1}(\epsilon)$ is the indicator function, 1 if the event $\epsilon$ is true, 0 otherwise. Note that Fig. 1a and Fig. 1b correspond to multi-majority and multi-minority problems respectively, and that only when facing multi-class problems do Definition 2 and 3 make sense.

Unfortunately, in most of the real-world cases, the generative model, along with the real class distribution, is unknown. Thus, authors must estimate $\eta$ from a training dataset $D$ in order to not only classify $y_K$ into one of the groups proposed in the definitions, but also to be capable of using a close approximation of the real
class distribution to properly validate the conclusions expressed in their experimental schemas.

Then, let \( D = \{ (x^{(1)}, c^{(1)}), \ldots, (x^{(l)}, c^{(l)}) \} = \{ (x^{(n)}, c^{(n)}) \} \}_{n=1}^{l} \) be defined as a supervised training dataset of size \( l \) drawn from the generative function.\(^1\) There, let the class labels \( \{ c^{(n)} \} \) be i.i.d. random values drawn from \( \eta \) and let each observation \( \{ x^{(n)} \} \in D \) be also an i.i.d. random value but drawn from \( \rho(x|c) \). In order to estimate the class distribution \( \eta \), we define the empirical distribution \( \xi = (\xi_1, \xi_2, \ldots, \xi_k) \). \( \xi \) is a multinomial distribution with \( K \) categories, which exhibits the information available in the dataset about the class distribution of the problem \( \gamma_k \). There, each statistic \( \xi_i \) estimates each class probability \( \eta_i \) by just determining the frequency of the class \( c_i \) in the dataset. Formally, the statistic is defined as follows:

\[
\xi_i = \frac{1}{l} \sum_{n=1}^{l} \mathbb{1}(c^{(n)} = c_i).
\] (5)

Unless otherwise stated, henceforth, we only use the estimator \( \xi \) of the class distribution since having an unknown generative model is the most common scenario. Anyhow, in the event of knowing the generative model, all the methodologies presented can be directly used with \( \eta \) by just substituting the empirical class distribution by the real class distribution in the formulae.

A few measures for the class-imbalance extent of the class distribution using the empirical class distribution \( \xi \) have been already utilised in the experimental setups of the state-of-the-art literature: the most simple manner to measure the class-imbalance extent of a given problem is just to write down the empirical class distribution \( \xi \), or to directly transcribe the occurrences of all the classes \([13,31]\) in the dataset, i.e. \( I = (l_1, l_2, \ldots, l_k) \) s.t. \( \forall i, l_i = l_i^* \).

These descriptions seem to be a good choice due to the fact that they contain all the information available in the dataset with regards to the class-imbalance extent of the generative class distribution \( \eta \). However, analysing them can be quite tedious in problems with a large number of classes, especially in highly multi-class problems \( (K \geq 1, 000, [15]) \). In those cases, it is very common to find unbiased distributions among the classes. Additionally, these solutions are also more difficult to read and/or compare than single value summaries. Therefore, functions \( d(\cdot, \cdot) \) which assign different single real numbers to disparate values of \( \xi \), i.e. \( d : \xi \rightarrow \mathbb{R} \) and which are somehow correlated with the hindrance that skewed class distributions cause on learning algorithms mainly dominate the class-imbalance literature \([11,27]\). Regarding the summaries, imbalance-ratio (IR) between the majority and minority classes is, to the best of our knowledge, the only summary for \( \xi \) used for multi-class problems. It is calculated by dividing the maximum statistic \( \xi_i \) by the minimum. Formally,

\[
IR(\xi) = \frac{\max_i \xi_i}{\min_i \xi_i}.
\] (6)

It is trivial to prove that \( IR : \xi \rightarrow \mathbb{R} \) is an injective function for binary problems. This property makes this summary appropriate for such scenarios due to the fact that all possible unbiased scenarios yield to different IR values and that any \( \xi \) can be easily recovered from the IR(\( \xi \)). However, when the number of classes out-numbers 2, the injection is lost (as previously shown in the toy example of Fig. 1, where multi-majority and multi-minority problems share the same numerical value). This is an inappropriate characteristic for a summary of the class-imbalance extent since previous papers have shown that multi-minority problems are harder than multi-majority \([31]\). This may imply that IR is not correlated with the hindrance produced by skewed multi-class distributions.

Therefore, it can be concluded that neither of the presented measures (summarised in Table 1) for the class-imbalance extent are appropriate for multi-class unbalanced problems.

3. Imbalance-degree

In this section, our aim is to propose a new and more suitable summary for any empirical class distribution \( \xi \) with \( K \geq 2 \) which, at least, fulfils the following properties: (i) it must be an easily readable finite single valued summary of a multinomial distribution and (ii) it needs to be correlated with the hindrance that highly unbalanced datasets cause in the learning processes.

Thus, since the class distribution does harm the learning processes as it extremely diverges from the balanced one \([27]\), it is immediate to use a distance/similarity function, \( d_\Delta(\xi, e) \), between both the empirical and balanced distributions, \( \xi \) and \( e \), to summarise the degree of skewness of a classification problem \( \gamma_k \). Here, \( \Delta \) stands for any chosen distance between vectors or divergence between probability distributions which can be found in the literature.

However, just relying on the direct usage of a distance/similarity function has, for our purpose, two undesirable properties which may clash with our aim of having an informative easily readable or comparable summary function:

1. Similar to IR, different values for different number of majority/minority classes cannot be assured. For instance, imagine we use the Kullback-Leibler divergence \([19]\) as a summary of two diverse class distributions \( \xi^{(1)} = (0.027009, 0.486495, 0.486495) \) and \( \xi^{(2)} = (0.712853, 0.143573, 0.143573) \). There, both calculi reach the same value: \( d_{KL}(\xi^{(1)}, e) \neq d_{KL}(\xi^{(2)}, e) \neq 0.273 \).

2. Although a measure is always a finite positive value, it is not necessarily upper bounded. For example, Kullback-Leibler divergence may be unbounded, and Manhattan and Euclidean distances \([9]\), in this context, are upper bounded by the values 2 and 1, respectively.

In order to overcome these drawbacks, we purposely divide the space of class distributions so that we can operate on the distance/similarity function and obtain an adequate summary: let \( \mathbb{S}^K \) be defined as the set containing all the possible empirical distributions \( \xi \) of a \( K \)-class problem and let \( \mathbb{S}^K_m \subset \mathbb{S}^K \), \( m \in \{0, \ldots, K - 1\} \) be a subset containing all the empirical class distributions containing exactly \( m \) minority classes. Formally,

\[
\mathbb{S}^K_m = \left\{ \xi \in \mathbb{S}^K : m = \sum_{i=1}^{K} \mathbb{1}(\xi_i < \frac{1}{K}) \right\}.
\] (7)

Straightaway, this severance of \( \mathbb{S}^K \) into \( K \) different subsets \( \mathbb{S}^K_m \) allows us to tackle both problems:

1. On the one hand, different values for different numbers of majority/minority classes can be directly provided in the summary function by just forcing different ranges of values to different subsets. Here, the range \( (m - 1, m] \) is assigned to each subset \( \mathbb{S}^K_m \) in the summary \((0 \text{ for } \mathbb{S}^K_0)\).

2. On the other hand, a common upper bound for each subset, and consequently to the summary, can also be assured by applying a \( 0 \rightarrow 1 \) normalisation to the distance of the empirical class distribution (a range of size 1 has been assigned to each subset). This is achieved through the division of \( d_\Delta(\xi, e) \) by \( d_\Delta(\mathbb{S}^K_m, e) \), being \( \mathbb{S}^K_m \) the distribution in \( \mathbb{S}^K_m \) most distant to \( e \).

Then, through the application of these amendments on the distance/similarity function, we define our main proposal as:

\(^1\) Note that we assume that \( D \) is i.i.d. from eq. [1]. Therefore, in this work, we only focus on the case that the nature of the class-imbalance is in the probability distribution, not on the case of having a biased training dataset.
Table 1
Summary of measures for the class-imbalance extent of the class distribution \( y \) used in the literature and our proposal.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Formula</th>
<th>Strength</th>
<th>Weakness</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical distribution</td>
<td>( \xi = (\xi_1, \xi_2, \ldots, \xi_k) )</td>
<td>It is the most informative measure.</td>
<td>Difficult to read and/or compare in highly multi-class problems.</td>
<td>[3]</td>
</tr>
<tr>
<td>Frequency of the classes</td>
<td>( I = (i_1, i_2, \ldots, i_k) )</td>
<td>Very informative (equivalent to the empirical class distribution).</td>
<td>Difficult to read and/or compare in highly multi-class problems.</td>
<td>[31]</td>
</tr>
<tr>
<td>Imbalance-ratio</td>
<td>( IR(\xi) = \max \xi_i / \min \xi_i )</td>
<td>It is a single value and easily readable summary.</td>
<td>Inappropriate summary for multi-class problems since the injection is lost.</td>
<td>[27]</td>
</tr>
<tr>
<td>Imbalance-degree</td>
<td>( ID(\xi) = d_\Delta (\xi, e) / d_\Delta (t_m, e) + (m - 1) )</td>
<td>It is a single easily readable summary appropriate for binary and multi-class problems.</td>
<td>A total injection can only be achieved by the proper choice of the metric/divergence ( \Delta ).</td>
<td>This paper</td>
</tr>
</tbody>
</table>

Definition 4. The imbalance-degree \( (ID) \) of a multi-class dataset showing an empirical class distribution \( \xi \) is given by

\[
ID(\xi) = \frac{d_\Delta (\xi, e)}{d_\Delta (t_m, e)} + (m - 1),
\]

where \( m \) is the number of minority classes, \( d_\Delta \) is the chosen distance/similarity function to instantiate ID, and \( t_m \) is the distribution showing exactly \( m \) minority classes with the highest distance to \( e \) (arg \( \max_{\xi \in \mathbb{Z}_m} d_\Delta (\xi, e) \)).

In eq. (8), the term \( m - 1 \) is intentionally added to the normalisation term to ensure different values for different values of \( m \), i.e. \( ID(\xi) \in (m - 1, m] \) when \( \xi \in \mathbb{Z}_m^k \). Moreover, in the purely balanced scenario \( \xi = e \), our proposal \( ID(e) = 0 \) due to the fact that, conventionally, \( d_\Delta (e, e) = 0 \).

4. Empirical study

In order to determine the appropriateness of ID (over IR) as a summary of the class-imbalance extent in the multi-class framework, we define two different sets of experiments to empirically corroborate the following hypotheses:

- \( H_1 \): While IR has a deficient resolution to summarise the class-imbalance extent in the multi-class scenario, ID offers a wide variety of high resolution summaries.
- \( H_2 \): When used on real-world multi-class classification problems, ID is more sensitive to the class-imbalance extent than IR. I.e. ID is more accurate than IR in informing about a poor performance of traditional learning systems.

Since ID can be instantiated with any chosen distance/similarity function, we first introduce the measures used in the experiments: from the metrics in the vector space [9], Manhattan2, Euclidean and Chebyshev distances are chosen. Together, the \( f \)-divergences [7], the most utilised measures for probability distributions, are also included. Within the latter group, we introduce Kullback-Leibler divergence [20], Hellinger [18] (closely related to, although different from, the Bhattacharyya distance [4]) and total variation distances, and \( \chi^2 \)-divergence [26]. These measures are mathematically defined in Table 2.

Additionally, in order to use eq. (8), the furthest distribution \( t_m = (t_1, t_2, \ldots, t_K) \) to \( e \) must be calculated for every instantiation and every subset \( \mathbb{Z}_m^K \). Opportunity, this class distribution coincides for all the considered measures and for all values of \( m \). It satisfies that

\[
\sum_{i=1}^{K} I(t_i = 0) = m \wedge \sum_{i=1}^{K} I\left(t_i = \frac{1}{K}\right) = K - m - 1,
\]

i.e. the furthest distribution is composed of (i) \( m \) minority classes with zero probability, (ii) \( K - m - 1 \) (all but one) majority classes

with probability \( 1/K \), and (iii) a majority class with the remaining probability \( 1 - (K - m - 1)/K \). This distribution always shows the lowest entropy [29] in the subset \( \mathbb{Z}_m^K \), whilst the balanced setting \( e \) corresponds to the distribution with the highest entropy in \( \mathbb{Z} \).

Note that, by symmetry, there may be up to \( K! \) different furthest distributions \( t_m \). Fortunately, \( ID(\xi) \) is not affected by an arbitrary choice of \( t \) since the entropy, \( H(t_m) \), and distance values, \( d_\Delta (t_m, e) \), remain equal for all furthest distributions.

In order illustrate calculation of ID using the distance/similarity functions considered, Fig. 2 shows, in a bar chart, an example to instantiate ID using the Hellinger distance, \( d_{HE}(\xi, e) \), on the UCI dataset called autos [21]. The numbers above the black bars represent the value of each normaliser \( d_\Delta (t_m, e) \) for all possible scenarios of \( m \) of minority classes in a 6-class problem. Since autos has 3 (out of 6) minority classes and \( d_{HE}(\xi, e) = 0.25 \), the problem has a (normalised) ID of 2.44 (0.25/0.58 = 0.44 plus 3 - 1).

<table>
<thead>
<tr>
<th>Distance/Similarity function</th>
<th>( \Delta )</th>
<th>( d_\Delta (\xi, e) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics in the vector space</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Euclidean distance</td>
<td>EU</td>
<td>( \sqrt{\sum_{i=1}^{K}(\xi_i - e_i)^2} )</td>
</tr>
<tr>
<td>Chebyshev distance</td>
<td>CH</td>
<td>( \max</td>
</tr>
<tr>
<td>f-divergences</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kullback-Leibler divergence</td>
<td>KL</td>
<td>( \sum_{i=1}^{K} \xi_i \log \frac{\xi_i}{e_i} )</td>
</tr>
<tr>
<td>Hellinger distance</td>
<td>HE</td>
<td>( \frac{1}{2} \sum_{i=1}^{K} (\sqrt{\xi_i} - \sqrt{e_i})^2 )</td>
</tr>
<tr>
<td>Total variation distance</td>
<td>TV</td>
<td>( \frac{1}{2} \sum_{i=1}^{K}</td>
</tr>
<tr>
<td>Chi-square divergence</td>
<td>CS</td>
<td>( \sum_{i=1}^{K} \frac{(\xi_i - e_i)^2}{e_i} )</td>
</tr>
</tbody>
</table>

**Fig. 2.** Calculating ID using the Hellinger distance [18] for the dataset autos \( (K = 6, IR = 16, ID_{HE} = 2.44) \).
4.1 Study 1: resolution and diverseness of imbalance-degree

The resolution of a measure is the smallest change which can be quantified. As previously put forward, IR cannot be considered as a measure which has a satisfactory resolution for multi-class problems; it only changes based on either the most or the least probable classes. In the toy example, for instance, it groups 95 different class distributions using the value \( IR = 20 \).

Thus, in order to corroborate the first hypothesis, those 95 scenarios are used to not only show that ID is capable of assigning diverse and reasonable values to them, but also to study the behaviours of the different instantiations of ID. Consequently, Fig. 3 plots the values of ID for the indicated 95 different frequency scenarios, i.e., \( I = (100, I_2, 5) \), where \( I_2 = \{5, \ldots, 100\} \), from the toy problem. The abscissa shows the number \( l_2 \) of instances of the second class and the ordinate shows the value of ID. From Table 2, Euclidean distance (\( ID_{EU} \)), Kullback-Leibler divergence (\( ID_{KL} \)), Hellinger distance (\( ID_{HE} \)), total variation distance (\( ID_{TV} \)) and chi-square divergence (\( ID_{CS} \)) are plotted. Note that Chebyshev distance is not included.3

Results show that ID is capable of differentiating each and every different scenario that IR groups with the value 20. Moreover, it can be seen that ID instantiations behave differently as result of the diversity of their distance/similarity functions: whilst all the instantiations share a similar monotonically decreasing shape up to the limiting point where the number \( m \) changes from 2 to 1 (\( l_2 = 53 \)), above that limit, two different groups of instantiations can be perceived. On the one hand, \( ID_{EU} \), \( ID_{KL} \) and \( ID_{CS} \) show a convex shape since they descend down to a minimum and then slightly increase. On the other hand, \( ID_{HE} \) and \( ID_{TV} \) show a quasi-linear behaviour which starts increasing soon after reaching the limiting point. Thus, it can be straightforwardly concluded that there might be instantiations of ID which are more adequate to summarise the class-imbalance extent than others. Seemingly, the latter group of instantiations (\( ID_{HE} \) and \( ID_{TV} \)) are more appropriate as they reflect the increased intricacy of the classification problem above the limiting point. When \( l_2 > 53 \), the probability of the minority class \( c_3 \) distance itself from the equiprobability causing an increase in the intricacy of the classification problem.

In Section 4.2, we also deal with this issue by empirically determining which ID instantiations are more adequate summaries in real-world multi-class datasets. Finally, we believe that, in practise, the above mentioned diversity may also be potentially exploited to adapt ID to different requirements and constraints resulting from real-world unbalanced problems.

4.2 Study 2: sensitivity and validity of imbalance-degree

A measure is sensitive to recognise a given set of events if it is capable of valuing them differently. Specifically, we can consider a summary of the class-imbalance extent to be sensitive to recognise the hindrance that highly unbalanced data produce in the traditional learning systems if it is correlated with the performance of those learning systems. Thus, to determine which instantiation of ID is more sensitive to the exposed hindrance than IR, in this section, the following experiment is carried out:

A database containing the 15 unbalanced multi-class datasets recommended in the key work of [1] is assembled and the value of each summary presented in this paper (see Table 2) is calculated for each dataset. Their values, along with some main characteristics of the datasets, are presented in Table 3. There, each row corresponds to a dataset and each column stands for a characteristic (name, features and number of classes) or a summary (empirical class distribution, number of occurrences, IR and IDs). Afterwards, each dataset is used to feed a representative learning algorithm from the traditional major learning paradigms [27]. Specifically, for each problem, a different classifier is learnt using 5 different popular supervised algorithms: \( C4.5 \) (Decision trees), RIPPER (Decision rules), Neural Networks (Connectionism), Naïve Bayes (Probabilistic), and SVM (Statistical learning). In order to assess the performance of each learned classifier, different performance scores which are highly recommended for multi-class unbalanced problems are used [24]: the arithmetic mean among the recall of the classes (\( A \)), the geometric mean among the recalls (\( S \)) and the minimum recall obtained (\( \min \)). In order to obtain the values of these performance scores for each dataset, we estimate them using 10 × 10 fold cross-validation5.

Then, the correlation between the estimated values for the performance scores and the summaries, IR and ID, are determined using the Pearson product-moment correlation coefficient [25] so that \( H_3 \) may be checked. Since a licit calculation of the correlation requires an ideal scenario with a fixed number of minority-majority classes, we emulate this requirement by subtracting \((m - 1)\) from the ID value before the calculation so that all considered classification problems are normalised in the same range [0, 1]. The results are presented in Table 4; rows represent the summaries and columns represent the estimated values for each score in each learning paradigm. Since the utilised scores assign higher values to better performance, an adequate summary is expected to have a negative correlation; the lowest the correlation, the better the sensitivity. We conclude from the results that summaries are, in general, negatively correlated with the performance of the classifiers, and that instantiations of ID are more sensitive than IR as the former obtain a lower negative correlation. The best results (highlighted in Table 4) are obtained by \( ID_{TV} \) and \( ID_{HE} \).

Finally, to determine if there are summaries significantly more sensitive to the hindrance produced by skewed class distributions, a statistical hypothesis testing procedure is performed: Friedman test [8] with Shaffer’s static post-hoc with \( \alpha = 0.05 \) [12]. The test results are represented by means of critical difference diagrams (CDD) [8], which show, in a numbered line, the arithmetic mean of the ranks of the correlation between each summary and the estimation of each score in the database. If there is no statistically significant difference between two summaries, they are connected in the diagram by a straight grey line. Figs. 4a, 4b, and 4 show the

---

3 It holds that instantiations of ID using Chebyshev and total variation distances are equivalent for the case \( K = 3 \).

5 In this experimentation, all learning and error estimation tasks have been performed using the software Weka 3 [16].

5 These results can be downloaded, along with the source code.
Table 3
Characteristics of the studied unbalanced datasets [1] and the value of the summaries introduced in this paper for each dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th></th>
<th>k</th>
<th></th>
<th>K</th>
<th>Empirical class distribution</th>
<th>Occurrences</th>
<th>IR</th>
<th>I_DIL</th>
<th>I_DCH</th>
<th>I_DIL</th>
<th>I_DIL</th>
<th>I_DIL</th>
<th>I_DIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Autos</td>
<td>25</td>
<td>6</td>
<td>0.02/0.13/0.30/0.29/0.18/0.08</td>
<td>3/20/48/46/29/13</td>
<td>16.0</td>
<td>2.44</td>
<td>2.30</td>
<td>2.24</td>
<td>2.44</td>
<td>2.55</td>
<td>2.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Balance</td>
<td>4</td>
<td>3</td>
<td>0.46/0.08/0.46</td>
<td>288/49/288</td>
<td>5.9</td>
<td>0.66</td>
<td>0.76</td>
<td>0.40</td>
<td>0.53</td>
<td>0.76</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contraceptive</td>
<td>9</td>
<td>3</td>
<td>0.43/0.23/0.35</td>
<td>629/333/511</td>
<td>1.9</td>
<td>0.30</td>
<td>0.32</td>
<td>0.07</td>
<td>0.20</td>
<td>0.32</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dermatology</td>
<td>34</td>
<td>6</td>
<td>0.31/0.17/0.20/0.13/0.14/0.05</td>
<td>112/61/72/49/52/20</td>
<td>5.6</td>
<td>2.32</td>
<td>2.28</td>
<td>2.11</td>
<td>2.29</td>
<td>2.34</td>
<td>2.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ecoli</td>
<td>7</td>
<td>8</td>
<td>0.43/0.23/0.15/0.10/0.06/0.01/0.01</td>
<td>205/52/2</td>
<td>71.5</td>
<td>4.56</td>
<td>4.48</td>
<td>4.42</td>
<td>4.61</td>
<td>4.70</td>
<td>4.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glass</td>
<td>9</td>
<td>7</td>
<td>0.33/0.36/0.08/0.00/0.06/0.04/0.14</td>
<td>70/76/17/13/9/29</td>
<td>8.4 (∞)</td>
<td>4.44</td>
<td>4.30</td>
<td>4.28</td>
<td>4.53</td>
<td>4.56</td>
<td>4.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hayes-Roth</td>
<td>4</td>
<td>3</td>
<td>0.39/0.39/0.23</td>
<td>51/51/30</td>
<td>1.7</td>
<td>0.28</td>
<td>0.32</td>
<td>0.06</td>
<td>0.19</td>
<td>0.32</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lymphography</td>
<td>18</td>
<td>4</td>
<td>0.01/0.55/0.41/0.03</td>
<td>2/8/1/4</td>
<td>40.5</td>
<td>1.77</td>
<td>1.59</td>
<td>1.65</td>
<td>1.73</td>
<td>1.92</td>
<td>1.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New-Thyroid</td>
<td>5</td>
<td>3</td>
<td>0.70/0.16/0.14</td>
<td>150/35/50</td>
<td>5.0</td>
<td>1.55</td>
<td>1.55</td>
<td>1.25</td>
<td>1.40</td>
<td>1.55</td>
<td>1.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pageblocks</td>
<td>10</td>
<td>5</td>
<td>0.90/0.06/0.01/0.02/0.01</td>
<td>492/33/8/12/3</td>
<td>16.0</td>
<td>3.87</td>
<td>3.87</td>
<td>3.73</td>
<td>3.75</td>
<td>3.87</td>
<td>3.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pendabsed</td>
<td>16</td>
<td>10</td>
<td>0.10/0.10/0.10/0.10/0.10/0.10/0.00</td>
<td>115/114/110/106/114/106/106</td>
<td>1.1</td>
<td>4.02</td>
<td>4.01</td>
<td>4.00</td>
<td>4.02</td>
<td>4.04</td>
<td>4.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shuttle</td>
<td>9</td>
<td>7</td>
<td>0.78/0.00/0.10/0.00/0.06/0.00/0.00</td>
<td>170/6/2/338/123/0/0</td>
<td>853.0 (∞)</td>
<td>4.90</td>
<td>4.90</td>
<td>4.83</td>
<td>4.88</td>
<td>4.92</td>
<td>4.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thyroid</td>
<td>21</td>
<td>3</td>
<td>0.02/0.05/0.93</td>
<td>17/37/666</td>
<td>39.2</td>
<td>1.89</td>
<td>1.89</td>
<td>1.72</td>
<td>1.73</td>
<td>1.89</td>
<td>1.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>3</td>
<td>0.33/0.40/0.27</td>
<td>50/71/48</td>
<td>4.5</td>
<td>1.11</td>
<td>1.10</td>
<td>1.01</td>
<td>1.09</td>
<td>1.10</td>
<td>1.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yeast</td>
<td>8</td>
<td>10</td>
<td>0.16/0.29/0.31/0.03/0.03</td>
<td>244/429/463/44/51</td>
<td>92.6</td>
<td>5.54</td>
<td>5.35</td>
<td>5.42</td>
<td>5.60</td>
<td>5.79</td>
<td>5.29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Summary</th>
<th>Decision trees (C4.5)</th>
<th>Decision rules (RIPPER)</th>
<th>Connectionism (Neural Net.)</th>
<th>Probabilistic (Naïve Bayes)</th>
<th>Statistical learn. (SVM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>min</td>
<td>A</td>
<td>g</td>
<td>A</td>
<td>g</td>
</tr>
<tr>
<td>IR</td>
<td>-9</td>
<td>-42</td>
<td>41</td>
<td>-14</td>
<td>-41</td>
</tr>
<tr>
<td>I_DIL (m + 1)</td>
<td>-25</td>
<td>-50</td>
<td>-54</td>
<td>-13</td>
<td>-50</td>
</tr>
<tr>
<td>I_DCH (m + 1)</td>
<td>-34</td>
<td>-56</td>
<td>-63</td>
<td>-25</td>
<td>-57</td>
</tr>
<tr>
<td>I_DCH (m + 1)</td>
<td>-14</td>
<td>-38</td>
<td>-42</td>
<td>-1</td>
<td>-38</td>
</tr>
</tbody>
</table>

5. Summary

Authors often measure the class-imbalance extent in their experimental schemes when there is a reasonable suspicion of having unbalanced problems in the checked database. Up to now, the most utilised summary of the class-imbalance extent of a dataset was the imbalance-ratio, i.e. the (expected) number of instances of the most probable class for each instance of the least probable class. Although it is a powerful measure for binary problems, in this paper, we prove that it is a suboptimal summary for the multi-class scenario. For that reason, we propose a new more adequate and robust summary of the class-imbalance extent to deal with multiple classes, named imbalance-degree. It has three interesting properties: (i) it is a single easy-readable real value in the range [0, K], where K is the number of classes. (ii) Depending on the requirements of the sensitivity sought in the tackled problem, it can be instantiated by any chosen metric or divergence. (iii) It is an injective function for different class distributions showing different numbers of majority/minority classes. Empirical results show that imbalance-degree has a higher resolution and is more sensitive to express the hindrance that skewed class distributions cause in the traditional supervised algorithms than imbalance-ratio. Additionally, it can also be concluded that either Hellinger, total variation or Manhattan distances are recommended distance/similarity functions to instantiate our proposal, imbalance-degree.

This work can be extended in several ways. For example, only 8 different distance/similarity functions over 15 datasets are used in this paper. A more exhaustive analysis can be carried out using a larger number of distance/similarity functions [1,14] over a larger set of unbalanced problems in order to statistically determine which functions behave differently and are recommended for highly different class-imbalanced scenarios.

CDD for the Pearson correlation between the summaries and A, g and min, respectively. Results confirm the second hypothesis, in all rankings, IR shows the worst behaviour and significant differences are found between IR and other instantiations of ID for the performance scores. Moreover, they also show that instantiating ID using either Hellinger or total variation (Manhattan) distances produces significant robust summaries of the class-imbalance extent.
Another straightforward future path to this research can be a study on the variation of the correlation between ID and the performance of the classifiers when class-imbalance techniques, such as SMOTE [6], are used. This could be a step forward in determining which intrinsic features of the data are affecting the classifiers [2], and whether the performance of a classifier can be predicted based upon the available data [30]. However, note that, although the negative correlation between ID and the performance is expected to decrease as long as the class-imbalance techniques alleviate the hindering effect of the class distribution, there might exist other hindering aspects [23] which may harm the performance of the classifiers.
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