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Abstract

This work addresses time series classifier recommendation for the first time in the literature by considering several recommendation forms or meta-targets: classifier accuracies, complete ranking, top-M ranking, best set and best classifier. For this, an ad-hoc set of quick estimators of the accuracies of the candidate classifiers (landmarkers) are designed, which are used as predictors for the recommendation system. The performance of our recommender is compared with the performance of a standard method for non-sequential data and a set of baseline methods, which our method outperforms in 7 of the 9 considered scenarios. Since some meta-targets can be inferred from the predictions of other more fine-grained meta-targets, the last part of the work addresses the hierarchical inference of meta-targets. The experimentation suggests that, in many cases, a single model is sufficient to output many types of meta-targets with competitive results.

Keywords: Time series classification, meta-learning, landmarks, hierarchical inference, meta-targets

*Corresponding author

Email addresses: aabanda@bcamath.org (A. Abanda), usue.mori@ehu.es (U. Mori), ja.lozano@ehu.eus (Jose A. Lozano)

Preprint submitted to Pattern Recognition March 29, 2022
1. Introduction

Time series data mining is an increasing field of research due to the great amount of time series data that is being collected every day from a wide range of application domains, such as bioinformatics, engineering [1] or in the field of energy [2]. A time series is an ordered sequence of observations and, in contrast to standard data mining techniques, methods for time series mining need to deal with this ordered nature [3]. In this way, the time series community has proposed many specific methods for representing, indexing, clustering or classifying time series, among other tasks [3]. This work focuses on time series classification (TSC) [4].

As with other tasks, the growing interest in time series data mining has given rise to an increase in the available TSC algorithms. According to the "No Free Lunch" theorem [5], no single algorithm can dominate all other algorithms over all existing problems. In [4], Bagnall et al. proposed a categorization that groups the time series classifiers by the type of characteristics that each classifier focuses on in order to attempt to discriminate between the different classes of a time series supervised classification problem. The authors stated that the methods in each category should be specially suitable to a particular type of problem or dataset. Even if some attempts have been made in this direction [6], this hypothetical bijection between problem types and classifier types has not been proved yet.

In this context, and given the large amount of proposed classifiers, from a pragmatic user’s point of view, choosing a suitable classifier for a given problem is a difficult task. Furthermore, many of the state-of-the-art classifiers are computationally expensive, which makes the approach of trying all of them unaffordable. Algorithm recommendation is a challenge that has never been explored in TSC. In non-temporal data mining, however, it is an area with a long record within a specific field: meta-learning [7].

Meta-learning is usually described as the task of learning to learn, and it includes any approach that exploits prior learning knowledge in order to learn
new tasks. Meta-learning systems were firstly proposed for model selection or hyperparameter optimization, while nowadays it is also employed for few-shot learning [8] in (deep) neural networks [9], among other tasks. Our work focuses on the former application, in which the main goal is to provide automatic recommendation on model selection to a non-expert user [10, 11, 12]. It is commonly used for classification [13] or clustering [14], but it has also been employed for hyperparameter optimization [15]. The way meta-learning systems give advice about models is by exploiting meta-knowledge, i.e., knowledge that relates the characteristics of datasets with the performance of the available algorithms [7]. There are three main ways in which the meta-knowledge can be extracted [7]: by employing simple, statistical and information-theoretic meta-features, model-based meta-features, and landmarkers. The first type of meta-features employ descriptive statistics or information-theoretic measures extracted from the datasets, such as class entropy, to describe the datasets, while model-based meta-features exploit parameters or characteristics found when applying a given model to a dataset. For instance, if a decision tree is used to classify the instances of a given dataset, some characteristics of the learned tree, such as the depth, can be used to describe the dataset. Landmarkers, instead, are based on the idea that the performance of fast and simple algorithms can be used to predict the performance of other computationally more expensive algorithms.

Regarding the output of the recommendation system, also known as meta-target, there are several ways in which it can be given. For example, the system can recommend the best classifier, a set of good algorithms or a ranking. As such, if the output of the meta-learning system is the best classifier, for instance, the user is "constrained" to use this algorithm and has no information about the rest of the algorithms. If the meta-target is a complete ranking of all the algorithms, contrarily, the user has much more information but, from a learning point of view, the problem becomes more complex.

Despite its potential, the relationship between meta-learning and time series is almost non-existent in the literature. Indeed, the few methods that exploit meta-learning for time series data are focused on forecasting method recom-
mendation [16, 17, 18, 19, 20] or similarity measure selection for time series clustering [21]. The aim of this work is to employ a meta-learning approach for time series classifier recommendation. Since state-of-the-art meta-features are designed for non-ordered data, we propose a novel set of 24 specific landmarkers for TSC, which meet the requirements of being simple, fast and good predictors of the performance of state-of-the-art TSC algorithms. We validate the proposed landmarkers for classifier recommendation considering several types of meta-targets. Finally, we explore the hierarchical inference of meta-targets; some types of meta-targets are more fine-grained than others and, from the prediction of these meta-targets, less fine-grained meta-targets can be inferred. As such, we experimentally compare the two approaches for obtaining a given meta-target: by direct prediction of the meta-target and by inference from the predictions of more fine-grained meta-targets.

The rest of the work is organized as follows. In Section 2, our method for time series classifier recommendation is described in two parts: meta-attributes and meta-targets. The hierarchical inference of meta-targets is presented in Section 3, while the experimentation is exposed in Section 4. Lastly, the main conclusions of our work and future work are presented in Section 5.

2. Time Series Classifier Recommendation

The main objective of this work is to propose a time series classifier recommendation (TSCR) system. Algorithm recommendation, as stated in [7], aims at "saving time by reducing the number of algorithms tried out on a given problem with minimal loss in the quality of the results obtained when compared to the best possible ones".

From a practical point of view, the scheme of a TSCR system is shown in Figure 1. Given a repository of supervised time series datasets and a set of candidate classifiers, firstly, the accuracies of the candidate classifiers in those datasets are calculated by evaluating each classifier in each dataset. Then, the accuracies of the classifiers are employed to construct the meta-target. Sec-
ondly, a vector of meta-attributes is extracted from each dataset. Lastly, the meta-attributes and meta-target are used to build the TSCR system employing a meta-learner. Note that this is a supervised learning scenario and each meta-target type requires a specific meta-learner. In this way, for a new time series dataset -in which the accuracies of the candidate classifiers are unknown-, the meta-attributes are extracted and passed to the TSCR, which outputs a classifier recommendation based on the chosen meta-target type. In the following sections, the meta-attributes proposed and meta-targets considered in this work are presented.

Figure 1: Meta-learning scheme for TSC algorithm recommendation.
2.1. Meta-Attributes

The characterization of a dataset is, probably, one of the challenges that has attracted most attention in meta-learning, since the performance of a meta-learning system highly depends on this characterization [22]. Indeed, meta-attributes need to fulfil two crucial requirements: on the one hand, they need to be fast to compute, and, on the other hand, they need to contain useful information for discriminating between the performances of the candidate classifiers. The definition of the meta-attributes highly depends on the specific task for which the meta-learning system is built.

In the case of time series data, as mentioned earlier, there are rather few works that have addressed the development of meta-attributes [16, 17, 18, 19, 20, 21]. In fact, most of these works focus on time series forecasting algorithm recommendation [16, 17, 18, 19, 20]. In contrast to time series classification or clustering, where a set of time series is needed, a time series forecasting problem is composed of a single time series. This is an important distinction from the point of view of meta-learning, since, in the former case, meta-attributes correspond to single time series, while in the latter, meta-attributes correspond to a time series dataset. As far as we know, the only work in which time series dataset characterization has been addressed is [21], where a set of meta-attributes are proposed with the purpose of similarity measure selection for time series clustering. However, this characterization is defined for unsupervised time series datasets and can not be applied in our case, which focuses on supervised time series datasets. This work focuses on the definition of meta-attributes for supervised time series datasets.

In this context, most of the state-of-the-art meta-attributes are designed for non-ordered instances and they become meaningless for describing time series datasets. The most generalizable meta-attributes are landmarkers, since they are quick estimators of the accuracies of the candidate classifiers and, hence, can be defined for any type of task and data. As such, we propose a set of landmarker-based meta-attributes for supervised time series datasets.

The design of landmarkers totally depends on the candidate classifiers con-
sidered in the meta-learning problem. In our case, the candidate classifiers have been chosen from those that appear in the work by Bagnall et al. [4], since the results obtained in their extensive experimentation are publicly available [23] -as well as a Weka-compatible Java toolbox, tsml [24], with the implementation of most of the classifiers included in their work-. In this way, we choose as candidate classifiers those that are included in [4] and implemented in the tsml or sktime (and the extension for deep learning sktime-dl) [25] toolboxes. These classifiers are: C4.5 decision tree (C45) [26], naive Bayes (NB) [27], Bayes Network (BN) [28], support vector machines with linear (SVML) [29] and quadratic kernel (SVMQ) [29], Rotation Forest (RotF) [30], Random Forest (RandF) [31], Multilayer Perceptron (MLP) [32], 1-NN with Euclidean distance (NN), 1-NN with Dynamic Time Warping distance (DTW) [33], 1-NN with Weighted DTW distance (WDTW) [34], 1-NN with Time Warp Edit distance (TWE) [35], 1-NN with Move–Split–Merge distance (MSM) [36], 1-NN with Complexity Invariant distance (NN_CID) [37], 1-NN with Edit Distance with Weal Penalty (ERP) [38], 1-NN with Derivative DTW (DD_DTW) [39], 1-NN with Derivative Transform distance (DTD_C) [40], Time Series Forest (TSF) [41], Fast Shapelets (FS) [42], Shapelet Transform (ST) [43], Bag of Patterns (BOP) [44], and Bag of SFA Symbols (BOSS) [45]. Additionally, even if they are not included in [4], we have added two new benchmark deep learning classifiers: Resnet [46] and Inception-Time [47] in order to have a more up-to-date set of candidate classifiers. In this way, the list of candidate classifiers includes 24 heterogeneous time series classifiers. The discarded classifiers from [4] are: Longest Common Subsequence (LCSS) [48] (the tsml implementation does not reproduce the results), Elastic Ensemble (EE) [49] (implementation with bugs), Time Series Bag-of-Features (TSBF) [50] (not implemented in tsml), Learned Pattern Similarity (LPS) [51] (implementation with bugs), Dynamic Time Warping Features (DTW_F) [52] (code not available) and Collective of Transformation-Based Ensembles (COTE) [53] (it is an ensemble of several TSC methods, so from an algorithm recommendation point of view, it does not make sense to include it). Additionally, 3 classifiers have been discarded due to their high requirement of computational
resources: Logistic [54] (which requires more than 50GB of RAM memory in the PigCVP dataset from the UCR repository [55]), and Learn Shapelets [56] and SAX Vector Space Model (SAXVSM) [57] (which take more than 5 and 25 days to classify a single train/test split in the Crop dataset from the UCR, correspondingly). Note that some of the considered classifiers (ST and BOSS, for instance) are also ensembles, but they are ensembles of classifiers of the same nature, while COTE is an ensemble of many types of different classifiers.

Given a candidate classifier \( C_i \), its landmarker \( L_i \) is a quick estimator of the accuracy obtained by \( C_i \). This quick estimator is generally obtained in two ways: by running simplified versions of the candidate classifier [58] (algorithm reduction), or by running the original algorithm in a subsample of the data, obtaining the so-called subsampling landmarkers [59] (dataset reduction). In both types of reductions, the greater the reduction, the higher the loss of relation between the landmarker and the original algorithm [60], so striking a balance between the level of reduction and the relation with the original algorithm is a key aspect. Our approach exploits both types of reductions: first, subsampling landmarkers are applied by evaluating the classifiers on a subsample of the dataset. Given a time series dataset with \( N \) instances, we propose a stratified subsample that depends on \( N \). The proportion to which the dataset is reduced, the subsample ratio \( (r) \), is shown in Table 1. We are dealing with supervised datasets so, in those datasets in which the subsample ratio does not permit a minimum number of instances of each class, the \( r \) specified in Table 1 is increased by steps of 0.1 until \( N \ast r/NC \geq 10 \) or \( r = 0.8 \), where \( NC \) is the number of classes.

In the second step, an algorithm reduction is carried out for those classifiers that still take too long in the subsampled datasets. In order to identify the slow classifiers, we conduct the following analysis: we sort the 112 datasets from the UCR repository employed in this work by the dimension (defined by \( N \ast L \), where \( N \) is the number and \( L \) the length of the series) and run the 24 classifiers in subsampled versions of the 5 largest datasets (*StarlightCurves, UWaveGestureLibraryAll, HandOutlines, MixedShapesRegu-
Table 1: The subsample ratio \((r)\) applied to a time series dataset with \(N\) instances (before the modification to ensure a minimum number of representatives of each class).

<table>
<thead>
<tr>
<th>Intervals</th>
<th>Subsample ratio ((r))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N &lt; 100)</td>
<td>0.80</td>
</tr>
<tr>
<td>(100 \leq N &lt; 300)</td>
<td>0.60</td>
</tr>
<tr>
<td>(300 \leq N &lt; 800)</td>
<td>0.40</td>
</tr>
<tr>
<td>(800 \leq N &lt; 1500)</td>
<td>0.20</td>
</tr>
<tr>
<td>(1500 \leq N &lt; 5000)</td>
<td>0.10</td>
</tr>
<tr>
<td>(5000 \leq N)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

larTrain, and NonInvasiveFetalECGThorax1. If a classifier takes more than 30 minutes in any of the aforementioned datasets, it is considered a slow classifier. In this way, we identify 7 slow classifiers: BOSS, DD_DTW, DTD_C, MLP, ST, ResNet and InceptionTime, to which algorithm reductions are carried out.

Three types of algorithm reductions are proposed (summarized in Table 2):

- Reducing the parameter range: in those cases in which a parameter is set by a grid search, this grid search is deleted and, by default, the value of the parameter is set to the middle of the search range (DD_DTW and DTD_C). In the R parameter of the LS, however, some values in the search range incur larger costs than others, so we set it to the computationally least expensive value.

Reducing the iterative process/ensemble: for the classifiers that have an iteration process (MLP, ResNet and InceptionTime), we limited the number of iterations. An analogous reduction is carried out for the ensembles (BOSS).

- Setting a time limit: in the ST classifier, the training time can be directly limited by the user, so we use this characteristic to reduce the computation.

\(^1\) The computation times of the 24 classifiers in the 5 subsampled datasets are included as supplementary material (Part I).
Table 2: Algorithm reductions carried out to the slow classifiers.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Parameter</th>
<th>Default</th>
<th>Reduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOSS</td>
<td>MaxEnsembleSize</td>
<td>500</td>
<td>100</td>
</tr>
<tr>
<td>DD_DTW</td>
<td>α</td>
<td>grid search in {0, 0.01, \ldots, 1}</td>
<td>0.5</td>
</tr>
<tr>
<td>DTD_C</td>
<td>α</td>
<td>grid search in {0, 0.01, \ldots, 1}</td>
<td>0.5</td>
</tr>
<tr>
<td>MLP</td>
<td>NumEpochs</td>
<td>500</td>
<td>50</td>
</tr>
</tbody>
</table>
| ST           | time limit      | unlimited | 5 minutes
| ResNet       | NumEpochs      | 1500     | 200     |
| InceptionTime| NumEpochs      | 1500     | 200     |

To sum up, given a supervised time series dataset, we propose a set of 24 landmarkers to describe the dataset: 17 of them are based on dataset reductions, while the rest are based on dataset and algorithm reductions.

2.2. Meta-target

The meta-target, also known as the recommendation, corresponds to the output of the recommendation system. Five types of meta-targets are considered in this work (summarized in Table 3): classifier accuracies, complete ranking, top-M ranking, best set and best classifier. Each meta-target type gives rise to a different TSCR system, in which both the meta-target in the training set and meta-learner shown in Figure 1 must be specifically designed. We will refer to the meta-learner associated to a given meta-target type as the specific meta-learner (SML). The SMLs employed for each meta-target type are summarized in Table 4. In the following lines, a brief overview of the considered meta-target types is presented.

**Classifier accuracies:** this meta-target provides the accuracies obtained by each candidate classifier in a given dataset. When building the training set for learning this TSCR system, the values of the meta-targets for the training
Table 3: Summary of the considered meta-target types.

<table>
<thead>
<tr>
<th>Meta-target</th>
<th>Output type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier accuracies</td>
<td>C₁, C₂, ..., C₈, ..., Cₚ</td>
</tr>
<tr>
<td></td>
<td>0.91, 0.87, ..., 0.95, ..., 0.72</td>
</tr>
<tr>
<td>Complete ranking</td>
<td>C₈, C₁, C₂, ..., C₅</td>
</tr>
<tr>
<td></td>
<td>1, 2, 3, ..., P</td>
</tr>
<tr>
<td>Top-M ranking</td>
<td>C₈, C₁, C₂</td>
</tr>
<tr>
<td></td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Best subset</td>
<td>{C₁, C₈}</td>
</tr>
<tr>
<td>Best</td>
<td>C₈</td>
</tr>
</tbody>
</table>

instances are directly defined by the accuracies of the classifiers. This meta-target type gives rise to a multi-output regression problem, and the SML chosen for this problem is the linear multi-output regression. It is the most fine-grained meta-target type, and the user is free to choose among the candidate classifiers with the provided information.

**Complete ranking**: this meta-target provides an accuracy-based ranking of the candidate classifiers in a given dataset. The values of the meta-targets in the training set are obtained by converting the raw accuracies of the candidate classifiers into a ranking. In case of ties, the best ranking position of the tied classifiers is assigned to all the tied classifiers. This meta-target type requires a ranking learning strategy, and the SML employed in this case is the K-NN for rankings [13] (based on the Euclidean distance), commonly used in meta-learning. From the user point of view, ranking recommendation is less fine-grained than the classifier accuracies but still leaves the user with a great choice since information regarding all the classifiers is provided.
**Top-M ranking:** in this case, the meta-target corresponds to the partial ranking of the M best-performing classifiers in a given dataset. When building the training set, the values of the meta-targets are obtained by converting the classifier accuracies into a ranking and selecting the classifiers at the first M positions (M is predefined by the user). The ties are handled in the same manner as for complete rankings. Analogously to the case of complete rankings, the SML employed for this meta-target type is the K-NN for rankings based on the Euclidean distance. This meta-target type is less fine-grained than the complete ranking since only the ranking of the M best-performing classifiers is provided.

**Best subset:** this meta-target provides the set of best-performing classifiers in a given dataset. Establishing which algorithms perform well on a given dataset is not straightforward, and it is usually defined in relative terms. A commonly employed approach to obtain the values of the meta-targets in the training set consists of defining a margin [61], such that the classifiers with accuracies within this margin are considered *applicable* classifiers in the given dataset. We propose a margin based on the proposal in [61], but enhanced to consider the range of the accuracies obtained by the candidate classifiers in the given dataset:

$$[a_{\max}, a_{\max} - W(a_{\max} - a_{\min})]$$  \hspace{1cm} (1)

where \(W\) is a user-defined parameter, while \(a_{\max}\) and \(a_{\min}\) are the maximum and minimum accuracies obtained by the candidate classifiers in the given dataset. Note that, the greater \(W\), the wider the interval and, hence, the larger the set of applicable classifiers. The best set meta-target gives rise to a multi-label classification problem, and, analogous to the ranking meta-targets, a K-NN version -based on the Euclidean distance- for multi-label classification [62] is employed as SML. This meta-target type is less fine-grained than the top-M meta-target types since it does not provide a ranking, but an unordered set of the applicable classifiers.

**Best:** this meta-target provides the best classifier among the candidate classifiers. The values of the meta-targets in the training set are obtained in a
Table 4: The specific meta-learner employed for each meta-target.

<table>
<thead>
<tr>
<th>Meta-target</th>
<th>SML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier accuracies</td>
<td>Linear multi-output regression</td>
</tr>
<tr>
<td>Complete ranking</td>
<td>K-NN for rankings</td>
</tr>
<tr>
<td>Top-M rankings</td>
<td>K-NN for rankings</td>
</tr>
<tr>
<td>Best set</td>
<td>K-NN for multi-label</td>
</tr>
<tr>
<td>Best</td>
<td>K-NN for multi-class</td>
</tr>
</tbody>
</table>

straightforward manner. The best classifier meta-target gives rise to a multi-class standard classification problem, and, for the sake of consistency, a K-NN for multi-class problems is used. This meta-target type is the least fine-grained meta-target, since it only provides the best performing classifier and gives no information about the rest of the classifiers.

3. Hierarchical inference of meta-targets

In this section, we explore the hierarchical relationship between the different meta-target types. Some meta-target types are more fine-grained than others and this fact gives rise to a hierarchy. By using this hierarchy, instead of building a specific TSCR system for each meta-target type, we investigate the approach of inferring meta-targets from the predictions made by more fine-grained TSCR systems.

Figure 2 shows the scheme of the hierarchical inference of the meta-target $\tilde{MT}_j$ from the meta-target $\tilde{MT}_i$, where $\tilde{MT}_i$ is a more fine-grained meta-target than $\tilde{MT}_j$. In Section 2.2, we showed how $\tilde{MT}_i$ and $\tilde{MT}_j(1)$ are predicted by
the associated TSCR\(_i\) and TSCR\(_j\) systems, correspondingly. In the hierarchical inference, \(\hat{MT}_j(2)\) is obtained by transforming the prediction \(\hat{MT}_i\) made by TSCR\(_i\).

![Diagram](image)

Figure 2: Scheme of the two approaches for obtaining \(\hat{MT}_j\): (1) by employing the TSCR\(_j\) associated to \(MT_j\) and (2) by hierarchical inference from the prediction of the \(MT_i\) meta-target.

More fine-grained information is learnt by TSCR\(_i\) than by TSCR\(_j\), so \(\hat{MT}_j(2)\) could be expected to be more accurate than \(\hat{MT}_j(1)\). However, from a learning point of view, the prediction of \(MT_i\) is a harder task, and, therefore, more errors could be committed, so the comparison of these two approaches can shed some light on which learning strategy should be adopted when building a recommendation system for TSC algorithms.

As far as we know, despite its interest, this point of view is still almost unexplored in the meta-learning community. In [63], the author inferred the expected ranking and the expected best classifier from the predicted classifier accuracies, but reported that the inferred versions seem to perform slightly worse than the specific strategies. Bensusan et al. carried out a similar experiment in [64], where a ranking is inferred from the predicted classifier accuracies. In the same manner, the authors reported that even if the regression models obtained low errors, the results of the inferred rankings were not very promising. Moreover,
not all the possible hierarchical dependencies are studied, but only a few pairs. In this work, we explore all the feasible hierarchical inferences for the considered meta-target types.

The feasible inferences for each meta-target type are shown in Table 5. From classifier accuracies, all the meta-targets can be inferred: complete ranking, top-M ranking, best set and best classifier. Complete ranking, top-M ranking and best classifier transformations are straightforward, while, in the best set transformation, the same procedure described in Section 2.2 is followed. A complete ranking can be directly transformed into a top-M ranking and best classifier. The best set, however, can not be inferred since the criterion employed for the transformation is not applicable in rankings. In the same manner, a top-M ranking can not be transformed into a best set, and from this meta-target, only the best classifier can be inferred. From the best set, the only meta-target that could be inferred (best classifier) is not feasible, due to the unordered nature of the best set. The best classifier meta-target is the least fine-grained meta-target, and hence, no meta-target can be inferred from it.

Table 5: Feasible hierarchical inferences.

<table>
<thead>
<tr>
<th>Meta-target</th>
<th>Feasible inferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier accuracies</td>
<td>Complete ranking, Top-M ranking</td>
</tr>
<tr>
<td></td>
<td>Best set, Best</td>
</tr>
<tr>
<td>Complete ranking</td>
<td>Top-M ranking, Best</td>
</tr>
<tr>
<td>Top-M ranking</td>
<td>Best</td>
</tr>
</tbody>
</table>

4. Experimentation

The experimentation is divided into four parts: in the first part, the experimental set up is introduced, as well as the evaluation procedure employed for the proposed methods. In the second part, the results obtained by the landmarkers are analysed and compared to those obtained by the original classifiers. The experimental evaluation of the proposed TSCR systems is presented in the third
part. Lastly, the hierarchical inference of the meta-targets is experimentally studied.

4.1. Experimental set-up

4.1.1. Datasets

The experimentation has been carried out employing datasets from the UCR repository [55], a frequently used benchmark archive for evaluating time series classification methods. This repository includes datasets with a great variety of characteristics, such as different application domains, varying time series lengths, number of classes, etcetera. In this work, we have decided to use datasets of univariate equal-length time series; most of time series classifiers can only be applied in datasets of this type and the need for meta-learning becomes more evident in a context with a large number of candidate classifiers. As such, the 112 datasets from the UCR with these characteristics have been used.

4.1.2. Classifiers

All the experiments have been carried out in python with the help of the sklearn library. For the classifier accuracies meta-target, the linear multi-output regression included in the sklearn library is used. We set the number of neighbours in the K-NN to 5 after preliminary experiments. For the top-M rankings, we explore the results for M=3, M=5 and M=10. In the best subset prediction, we need to establish the width of the margin for the best classifier, W, beforehand. Figure 3 shows the number of labels by instance for the different values of W we have considered. It can be seen that the number of labels increases as W grows. We employed the K-NN version of the sklearn for multi-label classification with K=5 as it obtains competitive results compared to other classifiers and ensures consistency with the previous approaches. Lastly, regarding the

---

2 The TSCR systems, as well as the code for reproducing all the experiments presented in this work are available at https://gitlab.bcamath.org/aabanda/tscr.
best classifier meta-target, Figure 4 shows the distribution of labels among the 112 datasets. It can be seen that InceptionTime is best performing classifier in 37 datasets, followed by ResNet, ST and BOSS (which are the best performing classifiers in 15, 15 and 11 datasets, respectively). In fact, only 16 of the 24 algorithms win at least once, so it is a 16-class classification problem, for which we employ the K-NN classifier for multi-class of the sklear library with K=1, set by preliminary experiments.

\[
\text{MAE} = |A - p|, \quad \text{where} \quad A = \text{true accuracy}, \quad p = \text{predicted accuracy}, \quad c = \text{candidate classifier}
\]

4.1.3. Evaluation

Each meta-target type requires a suitable evaluation measure for the corresponding output type. In the following, the metrics employed for each meta-target type are presented (summarized in Table 6). For the classifier accuracies meta-target, we employ the Mean Absolute Error (MAE), where \( A_c \) and \( \tilde{A}_c \) are the true and predicted accuracies of the candidate classifier \( c \), and \( p \) is the
number of classifiers. In order to evaluate a complete ranking meta-target, we employ a similarity measure based on the normalized Kendall’s $\tau$ distance for rankings—which measures the pairwise disagreements between two rankings. Specifically, given a Kendall’s $\tau$ distance between two rankings $r_1$ and $r_2$ of length $n$, $\tau(r_1, r_2)$, we propose the similarity measure $\tilde{\tau}_c$, which takes values from 0 (for reverse rankings) to 1 (for identical rankings). There are several ways for generalizing the Kendall’s $\tau$ distance to top-M rankings [65]; a basic generalization consists of, given two complete rankings $r_1$ and $r_2$, considering all the elements at positions higher than $M$ are tied in both rankings, and computing the Kendall’s $\tau$ distance between those partial rankings. In this way, given two top-M rankings $r'_1$ and $r'_2$, if $\tau(r'_1, r'_2)$ is the Kendall’s $\tau$ distance between these partial rankings, we propose the similarity measure between top-M rankings $\tilde{\tau}_p$. This similarity measure takes values analogously to $\tilde{\tau}_c$. For the best set meta-target, the evaluation measure used is the mean label-based accuracy, $L_a$, where $Y_{true}$ and $Y_{pred}$ are the set of true and predicted labels, correspondingly. This metric takes values from 0 (when the intersection is zero) to 1 (when the predicted set is equal to the true set). Finally, in the case of best classifier meta-target, a weighted version of the F1 score ($F1_w$) is employed as the evaluation measure: the F1 score is calculated for each label and then a weighted average that takes into account the label frequency is computed. The $F1_w$ score takes values from 0 (worst prediction) to 1 (perfect prediction).

4.2. Analysis of the landmarkers

The estimations of the landmarkers have been obtained by executing the classifiers in a stratified random train/test partition with the same proportions as in [23]. Note that the accuracies obtained by the landmarkers may vary depending on the run, due to the dataset reduction of the landmarkers, the train/test split, and the randomness of classifier itself. Hence, with the aim of avoiding noisy results, we have run 10 executions of the landmarkers, and we have used the results obtained in each execution as input for the recommendation system. In this way, we have trained and evaluated 10 recommendation
Table 6: The meta-learner and evaluation metric employed for each meta-target type.

<table>
<thead>
<tr>
<th>Meta-target</th>
<th>Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier accuracies</td>
<td>$MAE = \frac{1}{p} \sum_{c=1}^{p}</td>
</tr>
<tr>
<td>Complete ranking</td>
<td>$\tilde{\tau}_c(r_1, r_2) = 1 - \frac{\tau(r_1, r_2)}{n(n-1)/2}$</td>
</tr>
<tr>
<td>Top-M rankings</td>
<td>$\tilde{\tau}_p(r'_1, r'_2) = 1 - \frac{\tau(r'_1, r'_2)}{M^2}$</td>
</tr>
<tr>
<td>Best set</td>
<td>$L_o = \frac{</td>
</tr>
<tr>
<td>Best</td>
<td>$F1_w = \frac{1}{L} \sum_{l=1}^{L} w_l F1_l$</td>
</tr>
</tbody>
</table>

systems, one for each execution of the landmarkers. As a preliminary study, in order to assess the quality of the proposed landmarkers, their accuracies and computational times are analysed, with the objective of comparing them to those obtained by the original classifiers.

Regarding the accuracies of the original classifiers, we employ the publicly available results reported in [23]. In this experimentation, with the aim of estimating the performances of the classifiers as accurately as possible, the authors execute each classifier in 100 train/test stratified re-samples of each dataset and report the mean accuracy values. Note that the accuracies of the original classifiers are publicly available, but the computational time of the full process (learning, parameter optimization and test phase) is not. In order to give some insights into the computational cost of executing all the classifiers, we run the 24 original classifiers in the StarlightCurves and Crop datasets. The former is one of largest datasets in the UCR repository (9236 series of length 1024, with 3 classes), while the latter is a large dataset with many classes (24000 series of length 46, with 24 classes). The total time spent for executing the 24 classifiers
is more than 12 days for the StarlightCurves dataset and almost 4 days for the Crop dataset in a high performance computing cluster.

Regarding the computational cost of the landmarkers, Figure (5a) shows the time spent (in minutes) in applying all the landmarkers (in one execution) to the 112 datasets. It can be seen that, in 98 of the 112 datasets, the computation of all the landmarkers takes less than an hour. Those datasets in which the computation takes more than an hour are large datasets that contain many classes, for which, in order to ensure a minimum number of representatives of each class, the subsample ratio is not as small as in other datasets with similar dimensions. In this way, the time reduction is especially significant for those dataset with few classes. This is the case of StarlightCurves, for example, for which the computation of all the landmarkers takes 44 minutes, compared to the 12 days spent by the original classifiers. In the case of datasets with many classes, the time reduction is not so great, even if it is still significant. In the Crop dataset, for example, the computation of all the landmarkers takes almost an hour (58 minutes), compared to the 4 days spent by the original classifiers. Concerning the individual computation times of the landmarkers\(^3\), in 80 of the 112 datasets, the slowest classifier is the ST classifier (which has a time limitation), while BOSS, ResNet and RotF are slowest in 28, 3, and 1 dataset, respectively.

In order to explore the relation between the accuracies obtained by a landmark and those obtained by the corresponding original classifiers, we employed the Pearson correlation coefficient. For this, given a classifier, we have computed the mean correlation between its accuracy and the accuracy obtained by the corresponding landmark in the 10 executions. The mean correlations between the landmarkers and the original classifiers\(^4\) are shown in Figure 5b.

---

\(^3\)The cost of computing the 24 landmarkers in each dataset, including the slowest landmark and its corresponding time is included as supplementary material (Part II).

\(^4\)The mean correlation of each landmark and the corresponding classifier is included as supplementary material (Part III).
It can be seen that most of the landmarkers have a high correlation with the corresponding original classifiers; the mean correlation is 0.87. The landmarker with the lowest correlation is the InceptionTime, which is one of the slowest classifiers, so finding a suitable trade-off between computation time reduction and relation with the original classifier is a hard task. Indeed, small changes in the reduction grade result in a considerable increase in the time needed to compute the landmarker. Taking into account that a correlation of 0.63, even if not high, still means that there is a positive correlation between the landmarker and the original classifier, we chose to prioritize the time over the correlation.

Figure 5: (a) Histogram of the time spent computing the landmarkers in the 112 dataset. (b) Histogram of the mean correlations of the 24 landmarkers and the corresponding original algorithms.

Another way of testing the correlation of the landmarkers and the original classifiers is dataset-wise. Given a dataset, the results obtained by the landmarkers (in one execution) and the original classifiers in this dataset can be compared visually to see whether or not they are related. Due to the lack of space, only two examples\textsuperscript{5} are shown in Figure 6. It can be seen that there is a clear relation between the accuracies obtained by the original algorithms and the corresponding landmarkers in the both datasets shown in the figure, since they share a similar pattern. The landmarkers of both datasets are good

\textsuperscript{5}The figures of the 112 datasets are included as supplementary material (Part IV).
potential predictors of classifier recommendations.

![Figure 6: Accuracies obtained by the original 24 classifiers and the landmarkers in ChlorineConcentration (left) and ElectricDevices (right) datasets.](image)

### 4.3. TSCR

In this section, the proposed TSCR systems are experimentally evaluated. Apart from the SMLs presented in Section 2.2, we present three additional methods for each meta-target type: on the one hand, since classifier recommendation has never been addressed before in TSC, in order to determine if the results obtained by our methods are accurate or not, a baseline (BS) for each meta-target type is presented. Moreover, in order to highlight the contribution of the proposed landmarkers, the recommendation performance of the landmarkers is compared with the recommendation performance of standard meta-features for non-sequential data (MF). On the other hand, since not all landmarkers necessarily have a great prediction power, a method that includes a forward landmarker selection (SML_FLS) is considered. In the following, a brief introduction to those methods is presented.

**BS:** since there are no state-of-the-art proposals, we consider a set of agnostic methods that, for each meta-target type, outputs a constant prediction without going through any learning process. This prediction is made based on the mean values of the accuracies of the classifiers in the training set: given a training set
composed of \( n \) instances (datasets), let \( A = \{a_{i,j}\} \) be the matrix of accuracies of the candidate classifiers in the \( n \) datasets, where \( i = 1, \ldots, n \) refers to the index of the dataset, and \( j = 1, \ldots, 24 \) refers to the index of the candidate classifier. Hence, the constant output provided by the BS method for the classifier accuracies meta-target is the vector \( \mathbf{a} = (a^*_1, \ldots, a^*_24) \), where \( a^*_j = \frac{1}{n} \sum_{i=1}^{n} a_{ij} \) refers to the mean of the column \( j \). For the rest of the meta-targets, the output is obtained by applying procedure to build each meta-target (described in Section 2.2) to the vector \( \mathbf{a} \).

**MF:** In this method, instead of the landmarkers, standard meta-features for non-sequential data are used as meta-attributes for the recommendation system. Specifically, 73 standard meta-features (general, statistical and info-theoretical) are extracted from each dataset employing the *pymfe* package [66] for Python. These meta-features are used as input for the recommendation system, employing the corresponding meta-learner in each case.

**SML_FLS:** the followed forward landmark selection (FLS) procedure is described in Algorithm 1. The FLS starts with a random landmarker and, at each iteration, adds the landmarker that improves the performance of the meta-learner the most to the set of selected landmarkers, until there is no improvement. The operator \( \delta \) depends on the meta-target type and is the result of evaluating the predictions of the SML with the corresponding evaluation metric. For complete ranking, top-M ranking, best set and best classifier meta-targets the aim is to maximize \( \delta \) (as in the pseudo-code), while for classifier accuracies meta-target is evaluated in terms of error, so the aim is to minimize \( \delta \).

From a general point of view, the evaluation procedure of the methods is the following: for the BS and SML, a 10 times repeated 5-fold nested cross validation [67] is carried out. For the forward selection, instead, a two-level nested cross validation is performed: in the first level, a 10 times repeated 5-fold nested cross validation is performed for evaluating the set of landmarkers, which have been selected in an internal 3-fold nested cross validation of training sets of the first level. The method starts with all the landmarkers once and selects the set of
**Algorithm 1** Forward landmarker selection (FLS)

**Input:**
- \(LM = \text{set of all the landmarkers}\)
- \(\delta = \text{operator that computes the performance of a set of landmarkers}\)

**Output:**
- \(S = \text{set of selected landmarkers}\)

**Algorithm:**

1. Initialize \(S = \text{one.random}(LM)\)
2. \(\text{candidate} = \underset{L_i \in LM \setminus S}{\text{argmax}} \delta(S \cup L_i)\)
3. \(\text{while } \delta(S \cup \text{candidate}) > \delta(S) \text{ do}\)
   - \(S = S \cup \text{candidate}\)
   - \(\text{if } |S| = |LM| \text{ then}\)
     - **break**
   - \(\text{else}\)
     - \(\text{candidate} = \underset{L_i \in LM \setminus S}{\text{argmax}} \delta(S \cup L_i)\)

Landmarkers that obtain the best performance in the 3-folds. In the case of the methods depending on the landmarkers (SML and SML_FLS), this procedure is repeated for each execution of the landmarkers.

The results obtained by the BS, MF, SML and SML_FLS approaches for the considered meta-target types are shown in Table 7. The BS and MF methods do not depend on the landmarkers, so we show the results for a single execution. In the columns corresponding to SML and SML_FLS, the mean and standard deviation (between parenthesis) of the results of 10 recommendation systems (one for execution of the landmarkers) are shown. Recall that each meta-target type is validated employing a different evaluation measure and, hence, the results of different rows cannot be compared with each other.

First of all, it can be seen that the standard deviations are very low, which means that the results are rather stable with respect to the execution of the landmarkers. In the case of the classifier accuracies meta-target, it can be
Table 7: Results of the baselines (BS), specific meta-learners with meta-features as input (MF), specific meta-learners with landmarkers (SML) as input, and specific meta-learners with forward landmarker selection (SML_FLS) for the considered meta-target types.

<table>
<thead>
<tr>
<th>Meta-target</th>
<th>Metric</th>
<th>BS</th>
<th>MF</th>
<th>SML</th>
<th>SML_FLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier accuracies</td>
<td>MAE</td>
<td>0.15</td>
<td>0.14</td>
<td><strong>0.07 (0.01)</strong></td>
<td><strong>0.07 (0.01)</strong></td>
</tr>
<tr>
<td>Complete ranking</td>
<td>( \tilde{\tau}_c )</td>
<td>0.73</td>
<td>0.73</td>
<td><strong>0.75 (0.01)</strong></td>
<td>0.74 (0.01)</td>
</tr>
<tr>
<td>Top-M ranking</td>
<td>( \tilde{\tau}_p )</td>
<td>0.37</td>
<td>0.31</td>
<td>0.48 (0.02)</td>
<td><strong>0.49 (0.01)</strong></td>
</tr>
<tr>
<td></td>
<td>M=3</td>
<td></td>
<td></td>
<td>0.61 (0.01)</td>
<td>0.60 (0.01)</td>
</tr>
<tr>
<td></td>
<td>M=5</td>
<td></td>
<td>0.50</td>
<td>0.50</td>
<td><strong>0.61 (0.01)</strong></td>
</tr>
<tr>
<td></td>
<td>M=10</td>
<td></td>
<td>0.63</td>
<td>0.64</td>
<td>0.69 (0.01)</td>
</tr>
<tr>
<td>Best set</td>
<td>( L_a )</td>
<td>0.28</td>
<td>0.30 (0.01)</td>
<td>0.29 (0.01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( W=0.05 )</td>
<td><strong>0.35</strong></td>
<td>0.30 (0.01)</td>
<td>0.29 (0.01)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( W=0.1 )</td>
<td>0.25</td>
<td>0.34</td>
<td>0.38 (0.01)</td>
<td><strong>0.40 (0.01)</strong></td>
</tr>
<tr>
<td></td>
<td>( W=0.2 )</td>
<td>0.41</td>
<td>0.43</td>
<td>0.48 (0.02)</td>
<td><strong>0.49 (0.01)</strong></td>
</tr>
<tr>
<td>Best</td>
<td>( F1_w )</td>
<td>0.17</td>
<td><strong>0.27</strong></td>
<td>0.20 (0.02)</td>
<td>0.19 (0.01)</td>
</tr>
</tbody>
</table>

seen that, both the BS and the MF obtain worse results than the SML, while the forward selection does not improve the performance obtained by the SML. Additionally, the best performance obtained, 0.07, is the MAE of the prediction of 24 classifier accuracies, which, taking into account the range of the accuracies, is fairly accurate.

In the complete ranking prediction, the SML is the best performing approach -closely followed by the BS and MF-, while the landmarker selection does not improve the results. The good performance of the BS deserves attention; the BS always predicts the mean ranking in the training set, so it can be deduced that most of the rankings in the testing set are close to that mean ranking. In order to explore this issue, we conduct the same experiment but, instead of computing the overall performance of all the predicted rankings, the performance is evaluated separately for instances that have different similarities (\( \tilde{\tau}_c \)) with respect to the mean ranking in the training set. For each fold in the cross validation, the percentiles \( P_{25} \), \( P_{50} \) and \( P_{75} \) are extracted from the similarities between the rankings in the training set and the mean ranking in the training set, and the instances in the testing set are divided into 4 sets: \( S_1 \) is the set of test instances
with similarity within the range \([P_0, P_{25}]\), and \(S_2, S_3\) and \(S_4\) within \([P_{25}, P_{50}]\), \([P_{50}, P_{75}]\) and \([P_{75}, P_{100}]\), respectively. Figure 7 shows the mean performance and standard deviation of the BS and SML for the different sets. It can be seen that, as expected, the SML outperforms the BS in those instances with a true ranking that is very dissimilar to the mean ranking in the training set. Even if the average performances are similar (0.73 and 0.74), the SML distributes the error more uniformly among the instances.

Figure 7: Performance depending on the similarity of an instance respect to the mean ranking in the training set.

In the case of the top-M rankings, two main conclusions can be drawn: the SML/FLS is the best approach in two of the three considered cases, and the performances of all the meta-learners increases with M. These results are quite reasonable since it is expected that predicting a top-10 ranking is an easier task than predicting a top-3 ranking.

A similar pattern can be seen in the best set prediction: the performance of the MF, SML and SML/FLS increases with W and, hence, with the number of labels per instance, while the performance of the BS does not seem to follow this trend. The forward selection improves the results of the SML for two of the three considered W’s. The main difference with the results obtained for the top-M rankings is that, in the best set prediction, for \(W=0.05\) the BS outperforms the rest of the approaches. A possible explanation for this fact is that, as Figure 3 shows, for \(W=0.05\), most of the instances have very few labels. As shown in
Figure 4, InceptionTime, BOSS and ST are the best performing classifiers in most of the datasets, so many of the instances contain these labels. Since BS predicts the most frequent classifiers, it obtains good results due to the label imbalance.

Lastly, regarding the best classifier meta-target, we handle the label imbalance by the metric specified in Section 4.1.3. It can be seen that the MF is the best performing approach, followed by the SML and SML,FLS methods.

Summarizing, the experimentation carried out shows that the SMLs are, in 7 out of 9 of the considered scenarios, the best performing TSCR approaches. In some cases, the corresponding BS obtains results that are similar -in a single case better- to the SML, which we think is because there are some classifiers that, in general, obtain better results than others, a fact that benefits the BS. The approach that employs the standard meta-features as input outperforms the landmarker-based approaches in a single case (best meta-target), and the SML,FLS improves the results of the SML in several cases, which indicates that all the landmarks are informative in some cases, while in orders they are not.

4.4. Hierarchical inference of meta-targets

In this section, we experimentally compare the hierarchical inference of meta-targets with the corresponding TSCR system in order to explore whether or not a specific TSCR is needed. For each meta-target type, we chose the best performing approach between the SML and the SML,FS (Table 7) for the hierarchical inference. The experimental set up is the same as that specified in Section 4.3.

Table 8 displays the means and standard deviations of the results obtained for the 10 executions of the landmarkers in the hierarchical inference. Following the scheme in Figure 2, the columns indicate the MT, meta-target, while the rows refer to the inferred MT, meta-targets; the first column, for example, displays the performances obtained for the different meta-target types inferred from the predicted classifier accuracies. The results obtained by the SML of each meta-target type are shown in the diagonal, while the × symbol reflects that
the inference is not feasible for this couple of meta-target types. Analogously to Table 7, each meta-target type and, hence, each row, is evaluated employing a different metric, so the results of different rows cannot be compared with each other.

Table 8: Results obtained for the hierarchical inference approach of the considered meta-target types. Columns indicate the departing meta-target, while rows indicate the inferred meta-target.

<table>
<thead>
<tr>
<th>Classifier accuracies</th>
<th>Complete ranking</th>
<th>Top-M ranking</th>
<th>Best set</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07 (0.01)</td>
<td>0.77 (0.01)</td>
<td>0.75 (0.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Top-M ranking</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M=3</td>
<td>0.61 (0.06)</td>
<td>0.49 (0.02)</td>
<td>0.49 (0.02)</td>
<td></td>
</tr>
<tr>
<td>M=5</td>
<td>0.61 (0.06)</td>
<td>0.61 (0.01)</td>
<td>0.61 (0.01)</td>
<td></td>
</tr>
<tr>
<td>M=10</td>
<td>0.63 (0.05)</td>
<td>0.70 (0.01)</td>
<td>0.70 (0.01)</td>
<td></td>
</tr>
<tr>
<td>Best set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W=0.05</td>
<td>0.32 (0.01)</td>
<td>×</td>
<td>×</td>
<td>0.30 (0.01)</td>
</tr>
<tr>
<td>W=0.1</td>
<td>0.36 (0.01)</td>
<td>×</td>
<td>×</td>
<td>0.40 (0.01)</td>
</tr>
<tr>
<td>W=0.2</td>
<td>0.46 (0.01)</td>
<td>×</td>
<td>×</td>
<td>0.49 (0.01)</td>
</tr>
<tr>
<td>Best</td>
<td>0.27 (0.01)</td>
<td>0.20 (0.01)</td>
<td>0.20 (0.01)</td>
<td>0.20 (0.02)</td>
</tr>
</tbody>
</table>

It can be seen that, in general, the inference obtains very competitive performances, with low variability in the results. In fact, in most of the cases, the results of our experimentation show that there is no need to employ a specific TSCR system for each meta-target type, since almost equally or even better results can be inferred from more fine-grained meta-targets. That means that, in this problem, a single model is sufficient to obtain competitive results for many meta-target types. For the complete ranking meta-target, for instance, our experimentation suggests that a ranking learning method is not necessary since even a better performance is obtained by inferring the rankings from the predictions of the linear multi-output regression. An interesting pattern that is observed for the top-M rankings meta-target is that, the smaller the parameter, the better the results of the hierarchical inference (from the classifier accuracies) are compared to the SML. A possible explanation for this fact is that, smaller parameters give rise to more fine-grained meta-targets (shorter partial rankings), and these meta-targets seem to benefit from more fine-grained TSCR systems.
To sum up, in contrast to what Kalousis et al. [63] and Bensusan et al. [64] reported, the results of our experimentation suggest that, given a meta-target type, the hierarchical inference obtains results that are competitive with the specific TSCR. The main conclusion of this finding is that, at least in our scenario, a single linear multi-output regression is enough to infer almost all the meta-target types with results that are competitive with the corresponding SML.

5. Conclusion and future work

In this work, time series classifier recommendation has been addressed by a meta-learning approach for the first time in the literature. The proposed method consists of three main parts: landmarker-based time series supervised dataset characterization, classifier recommendation and hierarchical inference of the meta-targets.

In the first part, the temporal supervised dataset characterization is tackled by the proposal of a set of 24 TSC landmarkers, which are obtained by dataset subsampling and algorithm reductions. The experimental analysis of the landmarkers show that they are fast to compute (in the StarlightCurves dataset, for instance, the time is reduced from more than 12 days to 44 minutes), while the accuracies obtained by the landmarkers are highly correlated to the results of the original classifiers (mean correlation of 0.87).

Five standard meta-target types are considered: classifier accuracies, complete ranking, top-M ranking, best set and best classifier. For each meta-target type, four TSCR approaches are considered: two specific meta-learners (the SML and the SML,FLS), as well as a baseline BS and an approach with standard meta-features MF, for comparative purposes. The experimentation validates the landmarkers we proposed since, in 7 of the considered 9 recommendations, the SML outperforms the BS and MF, while the forward selection improves or equals the results in 5 of 9 scenarios. Moreover, in those cases in which the BS obtains competitive results, we prove that the proposed methods are more stable than
the BS -in the sense that they distribute the error more uniformly among the datasets-

In the last part of the work, the hierarchical inference of meta-targets is addressed. This issue is an almost unexplored point of view in the meta-learning literature, and the few works that have addressed it [63, 64] did not report competitive results. In our work, by contrast, it is proved to be a promising approach. Most of the meta-target types can be inferred from a single linear multi-output regression, obtaining even better results than those obtained with the corresponding TSCR system.

Regarding future work, the proposed TSCR systems could be extended to other time series classification scenarios, such as multi-variate or unequal-length time series classification. In addition, it would be interesting to find out which characteristic of the time series datasets makes a classifier obtain better results than others. This is a pending aspect in the TSC community and could be addressed by the definition of meta-attributes that describe supervised time series datasets, based on the characteristics that they contain.
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