ENTIRE VORTEX SOLUTIONS OF NEGATIVE DEGREE FOR THE ANISOTROPIC GINZBURG-LANDAU SYSTEM
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Abstract. The anisotropic Ginzburg-Landau system
\[ \Delta u + \delta \nabla (\text{div} u) + \delta \text{curl}^* (\text{curl} u) = (|u|^2 - 1)u, \]
for \( u : \mathbb{R}^2 \to \mathbb{R}^2 \) and \( \delta \in (-1, 1) \), models the formation of vortices in liquid crystals. We prove the existence of entire solutions such that \(|u(x)| \to 1\) and \( u \) has a prescribed topological degree \( d \leq -1 \) as \(|x| \to \infty\), for small values of the anisotropy parameter \(|\delta| < \delta_0(d)\). Unlike the isotropic case \( \delta = 0 \), this cannot be reduced to a one-dimensional radial equation. We obtain these solutions by minimizing the anisotropic Ginzburg-Landau energy in an appropriate class of equivariant maps, with respect to a finite symmetry subgroup.

1. Introduction

We study entire solutions \( u : \mathbb{R}^2 \to \mathbb{R}^2 \) of the anisotropic Ginzburg-Landau equation
\[ \Delta u + \delta \nabla (\text{div} u) + \delta \text{curl}^* (\text{curl} u) = (|u|^2 - 1)u, \tag{1.1} \]
where \( \delta \in (-1, 1) \) is a fixed constant and we define \( \text{curl} u = \partial_1 u_2 - \partial_2 u_1 \) and its adjoint \( \text{curl}^* = (\partial_2, -\partial_1) \). This is the Euler-Lagrange equation corresponding to the anisotropic Ginzburg-Landau energy
\[ F(u; \Omega) = \int_{\Omega} \frac{1}{2} |\nabla u|^2 + \frac{\delta}{2} ((\text{div} u)^2 - (\text{curl} u)^2) + \frac{1}{4} (1 - |u|^2)^2, \quad \Omega \subset \mathbb{R}^2. \tag{1.2} \]
Equation (1.1) and its associated energy (1.2) arise in the description of 2D point defects in some liquid crystal configurations, such as smectic-\( C^* \) thin films [10] and nematics close to the Fréedericksz transition [9, 2, 3]. It has also been proposed as a toy model to understand more complex liquid crystal equations [13]. While simplified isotropic equations (corresponding here to \( \delta = 0 \)) are often used to model liquid crystals, it should be stressed that real liquid crystal materials are always anisotropic, and this reduced symmetry gives rise to nontrivial mathematical challenges.

In the isotropic case \( \delta = 0 \), equation (1.1) is the classical Ginzburg-Landau equation
\[ \Delta u = (|u|^2 - 1)u, \tag{1.3} \]
which has been extensively studied due to its physical applications and its mathematical richness – see the monographs [6, 19, 22] and the references therein. It is known that
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for any prescribed degree (or winding number) \( d \neq 0 \), the isotropic Ginzburg-Landau equation (1.3) admits a unique solution of the form
\[
(1.4) \quad v_d(re^{id}) = \eta_d(r)e^{id}, \quad \eta_d(0) = 0, \lim_{r \to \infty} \eta_d = 1, \quad \eta_d \geq 0,
\]
where the radial profile \( \eta_d \) solves a certain ODE (ordinary differential equation) problem [14, 8].

In the anisotropic case \( \delta \neq 0 \) however, the only solutions to (1.1) of the form \( u = \eta(r)e^{i(d\theta + \theta_0)} \) are of degree \( d = 1 \), and phase shift \( \theta_0 \equiv 0 \mod \pi/2 \) [9]. Therefore, in strong contrast with the isotropic case, the problem of finding entire solutions \( u: \mathbb{R}^2 \to \mathbb{R}^2 \) of (1.1), such that \( |u(x)| \to 1 \) and \( u \) has a prescribed topological degree \( d \neq 1 \) as \( |x| \to \infty \), cannot be reduced to a one-dimensional ODE.

Our main result is the existence of solutions of any negative prescribed degree \( d \) at infinity, provided the anisotropy \( \delta \) is small enough.

**Theorem 1.1.** For any \( d = -1, -2, \ldots \), there exists \( \delta_0(d) > 0 \) such that for small enough anisotropy \( |\delta| < \delta_0(d) \), there are at least two distinct, smooth entire solutions \( u: \mathbb{R}^2 \to \mathbb{R}^2 \) of the anisotropic Ginzburg-Landau equation (1.1) satisfying
\[
\int_{\mathbb{R}^2} (1 - |u|^2)^2 < 2\pi d^2 \quad \text{and} \quad \deg(u; \partial \Omega) = d \quad \text{for } r \gg 1.
\]

**Remark 1.2.** These solutions are, for \( \delta \neq 0 \), not radially symmetric. This is very different from the isotropic case, where the existence of non-radial solutions is a famous open question. As \( \delta \to 0 \), the two solutions obtained in Theorem 1.1 converge to the radial solutions \( v_d \) and \( iv_d \) (1.4) of the classical Ginzburg-Landau equation (1.3). Indeed, they converge to solutions with finite potential energy \( \int_{\mathbb{R}^2} (1 - |u|^2)^2 < \infty \), of degree \( d \) at infinity, and with the symmetry constraint (1.5a) for \( n = 1 - d \). That symmetry constraint forces these solutions to have a zero of degree \( D \) at the origin, with \( |D| \geq |d| \), and they must therefore be radial thanks to a result of Mironescu [18, Théorème 2].

**Remark 1.3.** The two solutions described in the Theorem are distinct modulo the elementary symmetries of equation (1.1), which are the following transformations associated to rotation equivariance, reflection equivariance, and translation invariance:
\[
\begin{align*}
 u(z) &\rightarrow \tau e^{-i\alpha} u(e^{i\alpha} z) \quad \alpha \in \mathbb{R}, \ \tau \in \{ \pm 1 \}, \\
 u(z) &\rightarrow \overline{u(z)}, \\
 u(z) &\rightarrow u(z + a), \quad a \in \mathbb{R}^2.
\end{align*}
\]
These transformations preserve the equation (1.1) and its associated energy. Note that in the isotropic case \( \delta = 0 \) we have invariance under any rotation of the variable \( u(e^{i\alpha} z) \) and of the target \( e^{i\alpha} u(z) \) separately, but for \( \delta \neq 0 \) this is only true for \( \alpha \equiv 0 \mod \pi \).

**Remark 1.4.** A more sophisticated liquid crystal model (Landau-de Gennes) involves tensor-valued maps. Also there, anisotropy poses challenging mathematical issues (see e.g. [16]). The techniques of the present article would likely apply to construct interesting non-radial solutions of the Landau-de Gennes equations.

The solutions we obtain in Theorem 1.1 are invariant under a well-chosen finite subgroup of the transformations described in Remark 1.3: this is the key to prescribing the degree at infinity. Specifically, we impose the symmetry constraints
\[
(1.5a) \quad u(e^{i\frac{\pi}{n}} z) = -e^{i\frac{\pi}{n}} u(z) = e^{i\frac{(1-n)\pi}{n}} u(z),
\]
for some integer \( n \geq 2 \), and in addition
\[
(1.5b) \quad u(z) = \pm \overline{u(z)},
\]
to distinguish the two different solutions (depending on the sign \( \pm \)). Thanks to the symmetric criticality principle \([20]\) (see also \([17, \text{Proposition 7.1}]\) for a simplified version applicable to the present case), minimizing the energy under these symmetry constraints still provides a solution of \((1.1)\). Moreover, the equivariance \((1.5a)\) imposes a degree constraint: if \(u\) is continuous and does not vanish on a fixed circle \(\partial D_r\), a continuous choice of phase \(\psi: \mathbb{R} \to \mathbb{R}\) such that \(u/|u|(re^{i\theta}) = e^{i\psi(\theta)}\) must satisfy

\[
\psi \left( \theta + \frac{\pi}{n} \right) = \psi(\theta) + \frac{(1-n)\pi}{n} + 2k_0\pi,
\]

for some \(k_0 \in \mathbb{Z}\) and all \(\theta \in \mathbb{R}\), and iterating this translation yields \(\psi(2\pi) - \psi(0) = 2\pi(1-n) + 4k_0n\pi\), hence

\[
\deg(u; \partial D_r) \equiv (1-n) \mod 2n.
\]

In the equivalence class \((1-n) + 2n\mathbb{Z}\) the degree with minimal absolute value is \(d = 1-n\) \((d = -1, -2, \ldots)\). This will enable us to conclude that minimizing solutions have degree \(d\) at infinity.

**Remark 1.5.** The construction of solutions of degree \(d \geq 2\) is an open problem. Note however that from the point of view of physics, the most relevant degrees are \(d = \pm 1\) since vortices of degree \(|d| \geq 2\) are expected to be unstable. (The solutions we construct here are stable with respect to perturbations which preserve the symmetry constraints, but stability with respect to general perturbations is not guaranteed.)

With the above discussion in mind, the proof of Theorem 1.1 will proceed in two steps. First we obtain in Proposition 3.1 entire \(d\)-equivariant solutions with finite potential energy \(\int (1 - |u|^2)^2 < \pi d^2\), by minimizing the energy in large disks \(D_R\) and letting \(R \to \infty\). This first step works for any value of \(\delta \in (-1, 1)\) and provides a solution of degree \(d_\infty \equiv d \mod 2(1-d)\). The second step, in Proposition 4.1, consists in using the minimizing property to show that \(d_\infty\) is in fact equal to \(d\). This is where we require \(|\delta| < \delta_0(d)\). The most delicate part of that second step is to obtain a logarithmic energy bound (Lemma 4.3). We note that the value of \(\delta_0(d)\), given explicitly in Proposition 4.1, could be somewhat improved (at the price of additional technical details) however whether the optimal \(\delta_0(d)\) is equal to 1 or is strictly less than 1 is an open problem. Theorem 1.1 follows directly from Propositions 3.1 and 4.1.

The article is organized as follows. In Section 2 we determine the equivariant classes that are compatible with the anisotropic equation \((1.1)\). In Section 3 we prove the existence of entire equivariant solutions, while in Section 4 we characterize their degree for small enough anisotropy. In Section 5 we derive Pohozaev identity which plays a crucial role in the computations of Section 4.

### 2. Anisotropic Equivariant Classes

Let \(G\) and \(\Gamma\) be two subgroups of \(O(2)\), and let \(\mu : G \to \Gamma\) be a group homomorphism. Let also \(\Omega \subset \mathbb{R}^2\) be a set invariant by the action of \(G\). By definition, a map \(u : \Omega \to \mathbb{R}^2\) is \(\mu\)-equivariant if

\[
(2.1) \quad u(gx) = \mu(g)u(x), \quad \forall x \in \Omega, \forall g \in G.
\]

We refer to \([23]\) for a discussion of such maps, and to \([4, 5]\) for examples of equivariant solutions.

An equivariant class is compatible with \((1.1)\) (cf. \([20]\)), if given any \(\mu\)-equivariant map \(u\), the integrand of \((1.2)\) is invariant by the action of \(G\). Clearly, \((2.1)\) implies that for every \(g \in G\), and \(x \in \Omega\), we have

\[
|u(gx)| = |u(x)|, \quad \nabla u(gx) = \mu(g) \circ (\nabla u(x)) \circ g^{-1}, \quad |\nabla u(gx)| = |\nabla u(x)|,
\]
and, letting $\sigma(x) = -x$ denote the antipodal map,

\[
\begin{align*}
(\text{div } u)(gx) &= \pm(\text{div } u)(x) \iff \mu(g) = g \text{ or } \mu(g) = \sigma \circ g, \\
(\text{curl } u)(gx) &= \pm(\text{curl } u)(x) \iff \mu(g) = g \text{ or } \mu(g) = \sigma \circ g.
\end{align*}
\]

Thus, the anisotropic equivariant classes of (1.1) are determined by the homomorphisms $\mu : G \to \Gamma$ satisfying

\[
\forall g \in G : \mu(g) = g \text{ or } \mu(g) = \sigma \circ g.
\]

For instance, the solution $x \mapsto v_1(x/\sqrt{1+\delta})$ of (1.1) (where $v_1$ is defined in (1.4)), is equivariant with respect to the trivial homomorphism $\iota : O(2) \to O(2)$, $\iota(g) = g$, $\forall g \in O(2)$. On the other hand, the solution $x \mapsto iv_1(x/\sqrt{1-\delta})$ of (1.1) is equivariant with respect to the homomorphism $\tilde{\iota} : O(2) \to O(2)$, such that $\tilde{\iota}(s) = \sigma \circ s$ for every reflection $s \in O(2)$, and $\tilde{\iota}(r) = r$ for every rotation $r \in O(2)$.

Moreover, we point out that the symmetry constraints introduced in (1.5) are equivalent to equivariance with respect to the homomorphisms $\mu_d^\pm$, $d = -1, -2, \ldots$ defined below. For every $n = 1 - d \geq 2$, we denote by $D_{2n}$ the dihedral group generated by the rotation $r_{2n}$ of angle $\pi/n$, and the reflection $s_0$ with respect to the $x_1$ coordinate axis. Setting

\[
\begin{align*}
\mu_d^+(s_0) &= s_0, \quad \mu_d^+(r_{2n}) = \sigma \circ r_{2n} = r_d^{2n}, \\
\mu_d^-(s_0) &= \sigma \circ s_0, \quad \mu_d^-(r_{2n}) = \sigma \circ r_{2n} = r_d^{2n},
\end{align*}
\]

we can see that these choices for $\mu_d^\pm(s_0)$ and $\mu_d^\pm(r_{2n})$ yield homomorphisms $\mu_d^\pm : D_{2n} \to D_{2n}$, such that $\mu_d^\pm$-equivariance is equivalent to (1.5). Actually, the homomorphisms $\iota$, and $\mu_d^\pm$ (as well as their restrictions to subgroups), are the only nontrivial homomorphisms satisfying (2.2).
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**Figure 1.** For $n = 2$ and $d = -1$, the images by the homomorphisms $\mu_{-1}^\pm : D_4 \to \mu_{-1}^\pm(D_4) = D_4$ of the reflections $s_i := r_{i}^j s_0$ ($i = 0, 1, 2, 3$).
Examples of \( \mu^\pm_d \)-equivariant maps are \( u(r e^{i\theta}) = f(r)e^{iD\theta} \) for any \( D \in d + 2(1 - d)\mathbb{Z} \) and real-valued \( f(r) \). The transformation \( u \mapsto iu \) provides a bijection from \( \mu^+_{-d} \)-equivariant maps onto \( \mu^-_{-d} \)-equivariant maps. We also notice that given a reflection \( s \in D_{2n} \), the image by a \( \mu^\pm_d \)-equivariant map of the reflection line of \( s \), is contained in the reflection line of \( \mu^\pm_d(s) \). Figures 1 and 2 show the images by the homomorphisms \( \mu^\pm_d \), of the reflections \( s_i := r_i r_{2n}s_0 \) (\( i = 0, 1, 2, \ldots, 2n - 1 \)), and illustrate why \( \text{deg}(u; \partial D_r) \equiv d \mod 2n \), for a \( \mu^\pm_d \)-equivariant map \( u \) that does not vanish on the circle \( \partial D_r \).

3. Existence of entire equivariant solutions

The anisotropic Ginzburg-Landau equation (1.1) is preserved by the transformation \((\delta, u) \mapsto (-\delta, iu)\), so without loss of generality we will restrict ourselves to nonnegative anisotropy \( \delta \in [0, 1) \). Moreover, thanks to the two-dimensional identity \( \Delta u = \nabla(\text{div} u) - \text{curl}^* (\text{curl} u) \), we may rewrite (1.1) as

\[
(1 - \delta)\Delta u + 2\delta \nabla(\text{div} u) = \nabla W(u), \quad W(u) = \frac{1}{4}(1 - |u|^2)^2,
\]

with associated energy functional

\[
E(u, \Omega) = \int_\Omega \left[ \frac{(1 - \delta)}{2} |\nabla u|^2 + \delta(\text{div} u)^2 + W(u) \right], \quad \delta \in [0, 1).
\]

The energy density in (3.2) differs from the previous one in (1.2) by a multiple of the null Lagrangian \( 2 \det(\nabla u) = (\text{div} u)^2 + (\text{curl} u)^2 - |\nabla u|^2 \). Note that for all \( \delta \in (-1, 1) \) the left-hand side of the system (3.1) is an elliptic operator, for which standard \( L^p \) and \( C^alpha \) estimates are available. In this section we prove the existence of entire \( \mu^\pm_d \)-equivariant solutions (that is, satisfying the symmetry constraints (1.5) for \( n = 1 - d \)) of (3.1).

**Proposition 3.1.** Let \( d = -1, -2, \ldots \) and \( \delta \in [0, 1) \). There exists a smooth \( \mu^\pm_d \)-equivariant solution \( u: \mathbb{R}^2 \to \mathbb{R}^2 \) of the anisotropic Ginzburg-Landau equation (3.1) such that

\[
2 \int_{\mathbb{R}^2} W(u) < \pi d^2,
\]

\(|u(x)| \to 1\) as \(|x| \to +\infty\), and \( u \) is locally minimizing in the sense that

\[E(u, D_R) \leq E(u + \xi, D_R)\] for any \( \mu^\pm_d \)-equivariant \( \xi \in H^1_0(D_R; \mathbb{R}^2) \),

and any centered open disk \( D_R \) of finite radius \( R > 0 \).
Proposition 3.1 is proved by minimizing the energy (3.2) among equivariant maps in the disk \(D_R\), with well-chosen boundary condition on \(\partial D_R\), and letting \(R \to \infty\). The boundary condition on \(\partial D_R\) is chosen to minimize the energy among \(S^1\)-valued maps. For a map \(u: S^1 \to S^1\) (identified with its homogeneous radial extension satisfying \(\partial_r u = 0\)), the energy is given by

\[
E(u; S^1) = \int_{S^1} \left[ \frac{1 - \delta}{2} |\partial_\theta u|^2 + \delta (\partial_\theta u \cdot e_\theta)^2 \right] d\theta, \quad u \in H^1(S^1; S^1).
\]

Denoting by \(H^1_{\text{equ}}(S^1; S^1)\) the class of \(H^1\) maps from \(S^1\) into itself that are \(\mu_\delta\)-equivariant, we define

\[
C_{\delta,d}^\pm = \min_{u \in H^1_{\text{equ}}(S^1; S^1)} E(u; S^1).
\]

The direct method of the calculus of variation ensures that the infimum is indeed attained:

\[
C_{\delta,d}^\pm = E(\zeta; S^1) \quad \text{for some map } \zeta \in H^1_{\text{equ}}(S^1; S^1),
\]

and we will use this map \(\zeta\) as a boundary condition on the circle \(\partial D_R\).

**Remark 3.2.** The map \(\zeta\) can be locally lifted as \(\zeta(\theta) = e^{i\psi(\theta)}\) and the real-valued \(H^1\) phase \(\psi\) solves the Euler-Lagrange equation

\[
\partial_\theta \left[ (1 + \delta \cos(2\theta - 2\psi)) \partial_\theta \psi \right] = \delta \sin(2\theta - 2\psi)(\partial_\theta \psi)^2,
\]

which ensures that \(\psi\) is smooth (see e.g. [11, Theorem 4.36]). Hence \(\zeta\) is smooth, and we have

\[
C_{\delta,d}^+ < E(e^{i\theta}, S^1) = \pi d^2, \quad C_{\delta,d}^- < E(i e^{i\theta}, S^1) = \pi d^2,
\]

because the map \(e^{i\theta}\) (resp. \(i e^{i\theta}\)) is \(\mu_+^d\) (resp. \(\mu_-^d\)) equivariant but does not satisfy the Euler-Lagrange equation.

**Proof of Proposition 3.1.** By the direct method of the calculus of variations, for all \(R > 0\) there exists a \(\mu_+^d\)-equivariant map \(u_R\) minimizing \(E(\cdot, D_R)\) among all \(\mu_+^d\)-equivariant maps \(u \in H^1(D_R; \mathbb{R}^2)\) with boundary condition

\[
u(R e^{i\theta}) = \zeta(\theta) \quad \forall \theta \in \mathbb{R},
\]

where \(\zeta\) is defined in (3.3). The map \(u_R\) is a weak solution of the elliptic system (3.1), \(\nabla W(u_R) \in L^2(D_R)\) and \(\zeta\) is smooth, hence from standard elliptic regularity theory (see e.g. [12, Theorem 4.14]) we have that \(u \in W^{2,2}(D_R)\). By Sobolev embedding this implies \(u \in C^\alpha(D_R)\) for all \(\alpha \in (0,1)\), and bootstrapping Schauder estimates (see e.g. [12, Theorems 5.20, 5.21]) one deduces \(u \in C^\infty(D_R)\). In particular \(u_R\) is regular enough, up to the boundary, to derive Pohozaev’s identity (see Section 5)

\[
2 \int_{D_R} W(u) = \int_{S^1} \left[ \frac{1 - \delta}{2} |\partial_\theta \zeta|^2 + \delta (\partial_\theta \zeta \cdot e_\theta)^2 \right] - R \int_{\partial D_R} \left[ \frac{1 + \delta}{2} (\partial_r u \cdot e_r)^2 + \frac{1 - \delta}{2} (\partial_\theta u \cdot e_\theta)^2 \right] 
\leq \int_{S^1} \left[ \frac{1 - \delta}{2} |\partial_\theta \zeta|^2 + \delta (\partial_\theta \zeta \cdot e_\theta)^2 \right],
\]

and therefore

\[
2 \int_{D_R} W(u_R) \leq C_{\delta,d}^\pm,
\]

by definition (3.3) of \(\zeta\).
Fix $x_0 \in \mathbb{R}^2$ with $|x_0| < R - 2$ and a cut-off function $\eta \in C^\infty_c(D_2(x_0))$ such that $1_{D_1(x_0)} \leq \eta \leq 1_{D_2(x_0)}$ and $|\nabla \eta| \leq 2$. Multiplying the equation (3.1) satisfied by $u_R$ by $\eta^2 u_R$ we obtain

$$(1 - \delta) \int_{D_2(x_0)} \eta^2 |\nabla u_R|^2 \leq (1 + 3\delta) \int_{D_2(x_0)} \eta |\nabla \eta| |u_R| |\nabla u_R|$$

$$+ \int_{D_2(x_0)} \eta^2 |u_R|^2 - 1 |u_R|^2$$

$$\leq \frac{1}{2A} (1 + 3\delta) \int_{D_2(x_0)} \eta^2 |\nabla u_R|^2 + \frac{A}{2} \int_{D_2(x_0)} |\nabla \eta|^2 |u_R|^2$$

$$+ \int_{D_2(x_0)} \left( 4W(u_R) + 2W(u_R)^{1/2} \right),$$

for any $A > 0$. Choosing $A = (1 + 3\delta)/(1 - \delta)$ we deduce

$$\int_{D_2(x_0)} \eta^2 |\nabla u_R|^2 \leq \frac{1 + 3\delta}{1 - \delta} \int_{D_2(x_0)} |\nabla \eta|^2 |u_R|^2$$

$$+ \frac{1}{1 - \delta} \int_{D_2(x_0)} \left( 4W(u_R) + 2W(u_R)^{1/2} \right)$$

$$\leq \frac{1}{1 - \delta}\left( C + C \int_{D_R} W(u_R) \right),$$

for some absolute constant $C > 0$. Thanks to the uniform bound (3.4) we deduce that $u_R$ is bounded in $H^1(D_1(x_0))$, and as a consequence $\nabla W(u_R)$ is bounded in $L^2(D_1(x_0))$, uniformly with respect to $R > 2$ and $x_0 \in D_{R-2}$. From elliptic $L^2$ estimates [12, Theorem 4.9] this implies that $u_R$ is bounded in $W^{2,2}(D_1(x_0)) \subset C^\alpha(D_1(x_0))$ for any $\alpha \in (0, 1)$, and by Schauder estimates [12, Theorem 5.20] in $C^{2,\alpha}(D_1(x_0))$, again uniformly with respect to $R > 2$ and $x_0 \in D_{R-2}$.

By Ascoli’s theorem and a diagonal argument we may therefore extract a subsequence $R \to +\infty$ such that $u_R$ converges in $C^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}^2)$ to a solution $u \in C^\infty(\mathbb{R}^2; \mathbb{R}^2)$ of (3.1). By construction, $u$ is $\mu_d^\perp$-equivariant, and thanks to (3.4) it satisfies $2 \int_{\mathbb{R}^2} W(u) \leq C_{2,d} \pi d^2$ (cf Remark 3.2 for the last inequality). The finiteness of the potential energy $\int_{\mathbb{R}^2} W(u)$, together with the uniform continuity of $u$ (thanks to the above uniform elliptic estimates in $D_1(x_0)$ for any $x_0 \in \mathbb{R}^2$), implies that $\lim_{|x| \to \infty} |u(x)| = 1$. Finally, for any $R' > R > 0$ and $\mu_d^\perp$-equivariant $\xi \in H^1(\mathbb{R}^2; \mathbb{R}^2)$ with support inside $D_R$ we have

$$E(u; D_R) - E(u + \xi; D_R) = E(u; D_R) - E(u_R; D_R) + E(u_R' + \xi; D_R) - E(u + \xi; D_R)$$

$$+ E(u_R'; D_R) - E(u_R' + \xi; D_R) \leq E(u; D_R) - E(u_R; D_R) + E(u_R' + \xi; D_R) - E(u + \xi; D_R),$$

where we used the fact that $u_R'$ is minimizing and $\xi = 0$ in $D_R \setminus D_R'$. The right-hand side converges to 0 as $R' \to \infty$, since $u_R' \to u$ in $C^1(D_R)$. This proves the minimizing property of $u$. \(\square\)

4. THE DEGREE AT INFINITY IS EQUAL TO $d$ FOR SMALL ANISOTROPY

So far we have constructed, for any $\delta \in (0, 1)$, an entire solution $u$ of the anisotropic Ginzburg-Landau equation (3.1) with finite potential energy $\int_{\mathbb{R}^2} W(u) < \infty$, whose degree at infinity $d_\infty = \text{deg}(u; \partial D_r)$ for $r \gg 1$, is of the form

$$d_\infty = d + 2(1 - d)N$$

for some $N \in \mathbb{Z}$. 
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as explained in the introduction. Because \( d \leq 0 \), among all possible values of \( d_\infty \) the one with lowest absolute value is precisely \( d \). In this section, we use this to conclude that, provided the anisotropy \( \delta \) is small enough, \( d_\infty \) must in fact be equal to \( d \).

**Proposition 4.1.** Let \( d = -1, -2, \ldots, \delta \in [0, 1) \) and \( u \) be a \( \mu_\delta^\pm \)-equivariant, locally minimizing solution of the anisotropic Ginzburg-Landau equation (3.1) as described in Proposition 3.1. Then

\[
\deg(u; \partial D_r) = d \text{ for } r \gg 1, \text{ if } 0 \leq \delta < \delta_0(d) = \min \left( \frac{2 - 2d}{4d^2 + 10 - 10d}, \frac{2}{\sqrt{3}} - 1 \right).
\]

**Proof of Proposition 4.1.** The proof is a direct combination of Lemma 4.2, Lemma 4.3 and Lemma 4.4 below. Specifically Lemma 4.2 provides a lower bound

\[
\lim_{R \to \infty} \inf_{R \to \infty} \frac{E(u, D_R)}{\pi \ln R} \geq (1 - \delta)d_\infty^2,
\]

while Lemmas 4.3 and 4.4 provide, in two steps, the upper bound

\[
\lim_{R \to \infty} \inf_{R \to \infty} \frac{E(u, D_R)}{\pi \ln R} \leq (1 + 3\delta)(2^2 + |d_\infty - d|),
\]

whenever \( 0 \leq \delta < 2/\sqrt{3} - 1 \). Therefore we must have

\[
(1 - \delta)d_\infty^2 \leq (1 + 3\delta)(2^2 + |d_\infty - d|),
\]

that is,

\[
\delta \geq \frac{d_\infty^2 - d^2 - |d_\infty - d|}{3d^2 + 3|d_\infty - d| + d_\infty^2}.
\]

This implies \( d_\infty = d \) as soon as

\[
\delta < \delta_*(d) := \inf_{d_\infty \in (d + 2(1 - d) \mathbb{Z}) \setminus \{d\}} \frac{d_\infty^2 - d^2 - |d_\infty - d|}{3d^2 + 3|d_\infty - d| + d_\infty^2}.
\]

To compute \( \delta_*(d) \) we let \( d_\infty = d + x \) and consider the function

\[
f(x) = \frac{(d + x)^2 - d^2 - |x|}{3d^2 + 3|x| + (d + x)^2} = \frac{x^2 + 2dx - |x|}{x^2 + 2dx + 3|x| + 4d^2},
\]

whose derivative satisfies

\[
(x^2 + 2dx + 3|x| + 4d^2)^2 f'(x) = \begin{cases} 4(d + x)(2d^2 - d + x) & \text{if } x > 0, \\ 4(d + x)(2d^2 + d - x) & \text{if } x < 0. \end{cases}
\]

In particular we have \( f'(x) \leq 0 \) for \( x \leq -2(1 - d) \) and \( f'(x) \geq 0 \) for \( x \geq 2(1 - d) \), so

\[
\delta_*(d) = \inf_{x \in 2(1 - d) \mathbb{Z} \setminus \{0\}} f(x) = \min(f(-2(1-d)), f(2(1-d))) = f(2(1-d)) = f(2(1-d)) = \frac{2 - 2d}{4d^2 + 10 - 10d}.
\]

We conclude that \( d_\infty = d \) whenever \( \delta < \delta_0(d) \). \( \square \)

The rest of this section is dedicated to the proof of Lemmas 4.2, 4.3 and 4.4. The first is a classical lower bound simply using the fact that \( u \) has degree \( d_\infty \) at infinity and the energy is larger than \( (1 - \delta) \) times the isotropic Ginzburg-Landau energy.

**Lemma 4.2.** Let \( \delta \in [0, 1] \), \( u : \mathbb{R}^2 \to \mathbb{R}^2 \) be a smooth map and \( R_0 > 1 \) be such that \(|u| \geq 1/2 \) on \( \partial D_r \) and \( \deg(u; \partial D_r) = d_\infty \) for all \( r > R_0 \). Then

\[
E(u, D_R) \geq (1 - \delta)\pi d_\infty^2 \ln R + O(1) \text{ as } R \to \infty.
\]
Proof of Lemma 4.2. We follow Jerrard’s argument [15] (see also [21]). For $|x| > R_0$ we may write $u = \rho v$ with $\rho = |u|$ and $v = u/|u|$, and deduce
\[
\frac{1}{2} \nabla^2 |\nabla u|^2 + \delta (\text{div} u)^2 + W(u) \geq \frac{1}{2} \nabla^2 |\partial_\rho u|^2 + W(u) \\
\geq \frac{1}{2} \nabla^2 |\partial_\rho v|^2 + \frac{1}{2} \nabla^2 |\partial_\rho \rho|^2 + \frac{1}{4} (1 - \rho)^2.
\]
Letting $h = \max(1 - \rho, 0)$, we have $\rho^2 \geq 1 - 2h$ and the above implies
\[
\frac{1}{2} \nabla^2 |\nabla u|^2 + \delta (\text{div} u)^2 + W(u) \geq (1 - 2h) \frac{1}{2} \nabla^2 |\partial_\rho v|^2 + \frac{1}{2} \nabla^2 |\partial_\rho h|^2 + \frac{1}{4} h^2.
\]
Integrating on $\partial D_r$ for some $r > R_0$ this implies, since $\deg(v) = d_\infty$,
\[
\int_{\partial D_r} \left( \frac{1}{2} \nabla^2 |\nabla u|^2 + \delta (\text{div} u)^2 + W(u) \right) \\
\geq \frac{1}{r} (1 - \delta) \pi d_\infty^2 (1 - 2h_{\max}(r)) + \int_{\partial D_r} \left( \frac{1}{2} \nabla^2 |\partial_\rho h|^2 + \frac{1}{4} h^2 \right),
\]
where $h_{\max}(r) = \max_{\partial D_r} h = h(x_{\max})$ for some $x_{\max} \in \partial D_r$. To bound the last term from below we set
\[
\gamma = \frac{1}{r^2} \int_{\partial D_r} |\partial_\rho h|^2,
\]
so that by Morrey’s inequality we have
\[
h(x) \geq \frac{h_{\max}}{2} \quad \forall x \in \partial D_r \text{ with } |x - x_{\max}| \leq \frac{c}{\gamma} h_{\max},
\]
for some absolute constant $c > 0$. We deduce
\[
\int_{\partial D_r} \left( \frac{1}{2} \nabla^2 |\partial_\rho h|^2 + \frac{1}{4} h^2 \right) \geq \frac{1}{2} \gamma + c \min \left( r, \frac{h_{\max}^2}{\gamma} \right) h_{\max}^2,
\]
for a possibly different absolute constant $c > 0$. Since $r \geq R_0 \geq 1$, we deduce
\[
\int_{\partial D_r} \left( \frac{1}{2} \nabla^2 |\partial_\rho h|^2 + \frac{1}{4} h^2 \right) \geq \min \left( c h_{\max}^2, \inf_{\gamma \geq 0} \left\{ \frac{1}{2} \gamma + c \frac{h_{\max}^2}{\gamma} \right\} \right) \\
\geq c \sqrt{1 - \delta} h_{\max}^2,
\]
again for a possibly different absolute constant $c > 0$. Coming back to (4.1) we deduce
\[
\int_{\partial D_r} \left( \frac{1}{2} \nabla^2 |\nabla u|^2 + \delta (\text{div} u)^2 + W(u) \right) \\
\geq \frac{1}{r} (1 - \delta) \pi d_\infty^2 - 2(1 - \delta) \pi d_\infty^2 \frac{h_{\max}(r)}{r} + c \sqrt{1 - \delta} h_{\max}(r)^2 \\
\geq \frac{1}{r} (1 - \delta) \pi d_\infty^2 + \inf_{h \geq 0} \left\{ c \sqrt{1 - \delta} h^2 - 2(1 - \delta) \pi d_\infty^2 \frac{h}{r} \right\} \\
\geq \frac{1}{r} (1 - \delta) \pi d_\infty^2 - c d_\infty^2 \frac{h}{r^2},
\]
for a possibly different absolute constant $c > 0$. Integrating over $r \in [R_0, R]$ implies
\[
E(u, D_R \setminus D_{R_0}) \geq (1 - \delta) \pi d_\infty^2 \ln \frac{R}{R_0} - c d_\infty^2 \frac{h}{R_0} \quad \text{for all } R \geq R_0,
\]
and proves the lower bound. \qed
Lemmas 4.3 and 4.4 are dedicated to obtaining a similar upper bound on the energy of \( u \). The first step is to show that the energy cannot increase faster than logarithmically. In the isotropic case \( \delta = 0 \), such logarithmic energy bound is valid for any solution (not necessarily minimizing) with finite potential energy, as follows from the estimates in [7], which however rely very much on the isotropic structure of the equations and seem unapplicable here. Here we show logarithmic energy growth provided \( \delta \) is not too large, by constructing appropriate comparison maps and using the minimizing property of our solutions.

**Lemma 4.3.** Let \( d = -1, -2, \ldots, \delta \in [0, 1) \) and \( u \) be a \( \mu_d^\pm \)-equivariant solution of the anisotropic Ginzburg-Landau equation (3.1) described in Proposition 3.1. Then

\[
\liminf_{R \to \infty} \frac{E(u, D_R)}{\ln R} < \infty, \text{ provided } 0 \leq \delta < \frac{2}{\sqrt{3}} - 1.
\]

**Proof of Lemma 4.3.** Let

\[
f(R) = R E(u, \partial D_R), \quad g(R) = R \int_{\partial D_R} (1 - |u|^2)^2, \quad \sigma(R) = \sup_{\partial D_R} |1 - |u||.
\]

There exists \( R_0 \geq 2 \) such that for \( R \geq R_0 \) we have \( \sigma(R) \leq 1/2 \) and may write

\[
u = \alpha \rho e^{i(d_\infty \theta + \varphi)} \text{ in } \mathbb{R}^2 \setminus D_{R_0},
\]

for some real-valued smooth functions \( \rho = |u|, \varphi \) in \( \mathbb{R}^2 \setminus D_{R_0} \), and

\[
\alpha = \begin{cases} 
1 & \text{if } u \text{ is } \mu_d^+\text{-equivariant,} \\
i & \text{if } u \text{ is } \mu_d^-\text{-equivariant,}
\end{cases}
\]

and \( d_\infty = d \text{ modulo } 2(1 - d) \). The \( \mu_d^\pm \)-equivariance of \( u \) translates into

\[
\rho (e^{i \frac{d_\infty}{2} \theta} z) = \rho(z), \quad \varphi (e^{i \frac{d_\infty}{2} \theta} z) = \varphi(z).
\]

For all \( R > R_0 \) we have, with the notation \( \vartheta = e_{\theta} \cdot \nabla = r^{-1} \partial_{r} \),

\[
R \int_{\partial D_R} (\partial_r \rho)^2 + \left( \frac{d_\infty}{R} + \partial_r \varphi \right)^2 \leq \frac{1}{(1 - \sigma(R))^2} R \int_{\partial D_R} |\partial_r u|^2,
\]

hence, for any \( \eta \in (0, 1) \), using \( 2R^{-1}d_\infty \vartheta \leq \eta^{-1} R^{-2} d_\infty^2 + \eta |\partial_r \varphi|^2 \),

\[
R \int_{\partial D_R} (\partial_r \rho)^2 + (1 - \eta) (\partial_r \varphi)^2 \leq \frac{1}{(1 - \sigma(R))^2} R \int_{\partial D_R} |\partial_r u|^2 + 2\pi \left( 1 + \frac{1}{\eta} \right) d_\infty^2.
\]

From Pohozaev identity (see Section 5)

\[
R \int_{D_R} \frac{1 + \delta}{2} (\partial_r u \cdot e_{\theta})^2 + \frac{1 - \delta}{2} (\partial_r u \cdot e_r)^2 = R \int_{D_R} \frac{1 + \delta}{2} (\partial_r u \cdot e_{\theta})^2 + \frac{1 - \delta}{2} (\partial_r u \cdot e_r)^2
\]

\[+ 2 \int_{D_R} W(u) - R \int_{\partial D_R} W(u),
\]

we deduce

\[
R \int_{\partial D_R} |\partial_r u|^2 \leq \frac{1 + \delta}{1 - \delta} R \int_{\partial D_R} |\partial_r u|^2 + \frac{2}{1 - \delta} \int_{D_R} W(u),
\]

\[
\frac{1}{(1 - \sigma(R))^2} R \int_{\partial D_R} |\partial_r u|^2 \leq \frac{1 + \delta}{1 - \delta} R \int_{\partial D_R} |\partial_r u|^2 + \frac{2}{1 - \delta} \int_{D_R} W(u),
\]
and therefore

\begin{equation}
(1 - \eta)(1 - \sigma(R))^2 R \int_{\partial D_R} (\partial_\tau \rho)^2 + (\partial_\tau \varphi)^2
\leq \frac{1 + \delta}{2} R \int_{\partial D_R} |\partial_\tau u|^2 + \frac{1 - \delta}{2} \left( \frac{1 + \delta}{1 - \delta} R \int_{\partial D_R} |\partial_\tau u|^2 + \frac{2}{1 - \delta} \int_{\mathbb{R}^2} W(u) \right) + \frac{4\pi}{\eta} d_\infty^2
\end{equation}

\begin{align*}
\leq \frac{1 + \delta}{2} R \int_{\partial D_R} |\nabla u|^2 + \int_{\mathbb{R}^2} W(u) + \frac{4\pi}{\eta} d_\infty^2 \\
\leq \frac{1 + \delta}{1 - \delta} f(R) + \int_{\mathbb{R}^2} W(u) + \frac{4\pi}{\eta} d_\infty^2.
\end{align*}

We define real-valued functions \( \psi, h \) in \( D_R \) solving

\begin{align*}
\Delta \psi &= 0 \quad \text{in} \quad D_R, \quad \psi = \varphi \quad \text{on} \quad \partial D_R, \\
\Delta h &= 0 \quad \text{in} \quad D_R, \quad h = 1 - \rho \quad \text{on} \quad \partial D_R.
\end{align*}

From Poisson’s formula

\[
\psi(re^{i\theta}) = \sum_{n \in \mathbb{Z}} c_n \left( \frac{r}{R} \right)^{|n|} e^{in\theta}, \quad c_n = \frac{1}{2\pi} \int_0^{2\pi} \varphi(Re^{i\theta}) e^{-in\theta} d\theta,
\]

we deduce

\[
\int_{D_R} |\nabla \psi|^2 = 2\pi \sum_n |n| |c_n|^2 \\
\leq 2\pi \sum_n |n|^2 |c_n|^2 = R \int_{\partial D_R} (\partial_\tau \varphi)^2;
\]

and similarly

\[
\int_{D_R} |\nabla h|^2 \leq R \int_{\partial D_R} (\partial_\tau \rho)^2, \\
\int_{D_R} h^2 \leq \frac{R}{2} \int_{\partial D_R} (1 - \rho)^2 \leq 2g(R).
\]

Moreover thanks to the maximum principle we have \( |h| \leq \sigma(R) \) in \( D_R \). And by uniqueness, the harmonic extensions \( h, \psi \) have the same equivariance as \( \rho, \varphi \). Therefore we obtain a \( \mu^+_R \)-equivariant map \( \tilde{u} \) in \( D_R \) agreeing with \( u \) on \( \partial D_R \) by setting

\[
\tilde{u} = \alpha \min(r, 1 - h) e^{i(d_\infty \theta + \psi)} \quad \text{in} \quad D_R.
\]

Denoting by \( c \) a generic absolute positive constant (whose value may change from line to line) we have

\[
\int_{D_R} |\nabla \tilde{u}|^2 \leq \frac{c}{\eta} d_\infty^2 \ln R + \int_{D_R} |\nabla h|^2 + (1 + \sigma(R))^2 (1 + \eta) \int_{D_R} |\nabla \psi|^2 \\
\leq \frac{c}{\eta} d_\infty^2 \ln R + (1 + \sigma(R))^2 (1 + \eta) R \int_{\partial D_R} (\partial_\tau \rho)^2 + (\partial_\tau \varphi)^2 \\
\leq \frac{c}{\eta} d_\infty^2 \ln R + \frac{(1 + \sigma(R))^2}{(1 - \sigma(R))^2} \frac{1 + \eta + \delta}{1 - \eta - \delta} f(R) + \int_{\mathbb{R}^2} W(u),
\]

where we used (4.2) for the last inequality. Moreover we have

\[
\int_{D_R} W(\tilde{u}) \leq c + c \int_{D_R} h^2 \leq c + cg(R),
\]
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so we deduce
\[
E(u; D_R) \leq E(\tilde{u}; D_R) \leq \frac{1 + 3\delta}{2} \int_{D_R} |\nabla \tilde{u}|^2 + \int_{D_R} W(\tilde{u})
\]
\[
\leq \frac{1}{2} \frac{(1 + \sigma(R))^2}{1 - \eta}(1 + \delta)(1 + 3\delta) f(R) + \frac{c}{\eta} d_R^2 \ln R + \int_{\mathbb{R}^2} W(u) + cg(R),
\]
for any $R > R_0$ and $\eta > 0$. Setting
\[
F(R) = E(u; D_R) + 2c \int_{D_R} W(u) = \int_0^R \frac{f(r) + 2cg(r)}{r} dr,
\]
we obtain
\[
(4.3) \quad F(R) \leq c_*(R) R F'(R) + \frac{c}{\eta} d_R^2 \ln R + 3c \int_{\mathbb{R}^2} W(u),
\]
\[
c_*(R) = \frac{1}{2} \frac{(1 + \sigma(R))^2}{1 - \eta} \frac{1 + \eta (1 + \delta)(1 + 3\delta)}{1 - \delta}.
\]
Multiplying by $u$ the equation
\[
(1 - \delta)\Delta u + 2\delta \nabla (\text{div } u) + (1 - |u|^2) u = 0,
\]
and using that $u, \nabla u \in L^\infty$ and $1 - |u|^2 \in L^2$ we infer that $R \mapsto E(u; B_R)$ grows at most linearly, and therefore
\[
(4.4) \quad \limsup_{R \to \infty} \frac{F(R)}{R} < \infty.
\]
We claim that this linear growth estimate and the differential inequality (4.3) imply that
\[
(4.5) \quad \liminf_{R \to \infty} \frac{F(R)}{\ln R} < \infty, \quad \text{provided } \frac{(1 + \delta)(1 + 3\delta)}{1 - \delta} < 2.
\]
Assume by contradiction that $\liminf R \to \infty F(R)/\ln R = \infty$ and that $(1 + \delta)(1 + 3\delta)/(1 - \delta) < 2$. Thanks to the latter we can choose $\eta, R_0 > 0$ so that $c_*(R) < 1$ for all $R > R_0$. And since $\liminf_{R \to \infty} F(R)/\ln R = \infty$ we may further increase $R_0$ and deduce from (4.3) the inequality
\[
F(R) \leq cRF'(R) \quad \text{for some } \hat{c} \in (0, 1) \text{ and all } R > R_1,
\]
But this implies that the function $R \mapsto F(R)/R^{1/\hat{c}}$ is ultimately nondecreasing and thereby contradicts (4.4) because $1/\hat{c} > 1$. The conclusion follows from (4.5) since $E(u; B_R) \leq F(R)$.

Thanks to Lemma 4.3 we now have a logarithmic bound on the energy, and we may perform a sharper construction to obtain a more precise upper bound.

**Lemma 4.4.** Let $d = -1$, $-2$, \ldots and $u: \mathbb{R}^2 \to \mathbb{R}^2$ be a $\mu_d^\pm$-equivariant map which locally minimizes the energy $E(u, D_R)$ as described in Proposition (3.2) and such that
\[
\liminf_{R \to \infty} \frac{E(u, D_R)}{\ln R} < \infty.
\]
Then
\[
\liminf_{R \to \infty} \frac{E(u, D_R)}{\ln R} \leq (1 + 3\delta)(d^2 + |d_\infty - d|),
\]
where $d_\infty = \text{deg}(u; \partial D_r)$ for large enough $r > 0$. 

Proof of Lemma 4.4. The proof follows an argument by Shafrir [24]. By assumption we may fix a finite \( C_\ast > \liminf_{R \to \infty} E(u, D_R) / \ln R \), and there exists a sequence \( R_0 \leq R_k \to +\infty \) such that

\[
E(u; \partial D_{R_k}) \leq \frac{C_\ast}{R_k}.
\]

On \( \partial D_{R_k} \) we have \( 1/2 \leq |u| \leq 3/2 \) and \( \deg(u; \partial D_{R_k}) = d_\infty \), so we can write \( u = \alpha \rho_k(\theta) e^{i(d_\infty \theta + \phi_k)} \) for some real valued \( H^1 \) functions \( \rho_k, \phi_k \), where we take \( \alpha = 1 \) if \( u \) is \( \mu_\ast^+ \) equivariant, and \( \alpha = i \) if \( u \) is \( \mu_\ast^- \) equivariant. Equivariance of \( u \) translates into

\[
\rho_k(\bar{r}_\infty z) = \rho_k(z), \quad \phi_k(\bar{r}_\infty z) = \phi_k(z) \quad \forall z \in \partial D_{R_k},
\]
and we have, denoting \( \partial_r = e_\theta \cdot \nabla = r^{-1} \partial_\theta \),

\[
R_k \int_{\partial D_{R_k}} (|\partial_r \rho_k|^2 + |\partial_r \phi_k|^2) \lesssim C_\ast + d_\infty^2 := C_{\ast*}.
\]

Since \( \phi_k \) is determined modulo \( 2\pi \) we may moreover assume the pointwise bound \( |\phi_k| \lesssim 1 + C_{\ast*} \). Define a \( \mu_\ast^+ \)-equivariant map \( \tilde{u} = \alpha \rho e^{i(d_\infty \theta + \tilde{\phi})} \) in \( D_{R_k} \setminus D_{R_k/2} \) by setting

\[
\tilde{\rho} = 1 + \frac{\ln(2r/R_k)}{\ln 2} (\rho_k(\theta) - 1),
\]

\[
\tilde{\phi} = \frac{\ln(2r/R_k)}{\ln 2} \phi_k(\theta).
\]

With that definition, we have \( \tilde{u} = u \) on \( \partial D_{R_k} \), \( \tilde{u} = \alpha e^{i d_\infty \theta} \) on \( \partial D_{R_k/2} \), and

\[
E(\tilde{u}; D_{R_k} \setminus D_{R_k/2}) \lesssim 1 + C_{\ast*}.
\]

For small \( \varepsilon > 0 \), it is possible to construct a map \( u_\varepsilon : D_{1/2} \to \mathbb{R}^2 \) which is \( \mu_\ast^+ \)-equivariant with \( u_\varepsilon = \alpha e^{i d_\infty \theta} \) on \( \partial D_{1/2} \) and such that

\[
E_\varepsilon(u_\varepsilon; D_{1/2}) := \int_{D_{1/2}} \frac{1 - \delta}{2} |\nabla u|^2 + \delta (\text{div } u)^2 + \frac{1}{\varepsilon^2} W(u)
\]

\[
\leq (1 + 3\delta) \pi (d^2 + |d_\infty - d| \ln \frac{1}{\varepsilon} + O(1)
\]

as \( \varepsilon \to 0 \). To give a sketch of \( u_\varepsilon \)'s construction, let \( N \geq 0 \) be the unique nonnegative integer such that

\[
d_\infty - d = 2(1 - d)\sigma N, \quad \sigma \in \{\pm 1\}.
\]

Then fix \( N \) circles with radii \( \lambda_j = \frac{j}{\sqrt{N}} \), \( j = 1, \ldots, N \), and construct \( u_\varepsilon \) by putting one vortex of degree \( d \) at the origin, and \( 2(1 - d) \) vortices of degree \( \sigma \) equally spaced along each circle \( \partial D_{\lambda_j} \), in a way that respects the \( \mu_\ast^\pm \)-equivariance. Such configuration will satisfy the claimed energy bound on \( u_\varepsilon \). We perform the explicit construction in Lemma 4.5 in the \( \mu_\ast^+ \)-equivariant case and for \( \sigma = +1 \), the other cases being similar.

Finally, setting \( \tilde{u}(x) = u_\varepsilon(\varepsilon x) \) for \( |x| \leq R_k/2 \) and \( \varepsilon = 1/R_k \), and combining this with the construction of \( \tilde{u} \) in \( D_{R_k} \setminus D_{R_k/2} \), we obtain a \( \mu_\ast^+ \)-equivariant map \( \tilde{u} \) in \( D_{R_k} \) such that \( \tilde{u} = u \) on \( \partial D_{R_k} \) and

\[
\frac{1}{\pi \ln R_k} E(\tilde{u}; D_{R_k}) \leq (1 + 3\delta) (d^2 + |d_\infty - d|) + o(1),
\]

and the minimizing property of \( u \) implies the same bound on \( E(u; D_{R_k}) \).

\[ \square \]
Lemma 4.5. For any integers \( d \leq -1, \; N \geq 0 \) and \( D = d + 2(1 - d)N \), there exist \( \varepsilon_0 = \varepsilon_0(d, N) > 0 \) and, for \( 0 < \varepsilon < \varepsilon_0 \), a \( \mu_+^d \)-equivariant map \( u_\varepsilon : D_{1/2} \to \mathbb{R}^2 \) such that
\[ u((1/2)e^{i\theta}) = e^{iD\theta} \]
for all \( \theta \in \mathbb{R} \), and
\[ \int_{D_{1/2}} \left( \frac{1}{2} |\nabla u_\varepsilon|^2 + \frac{1}{\varepsilon^2} W(u_\varepsilon) \right) \leq \pi \left( d^2 + |D - d| \right) \ln \frac{1}{\varepsilon} + C, \]
for some constant \( C \) depending only on \( d, N \).

Proof of Lemma 4.5. If \( N = 0 \), i.e. \( D = d \), we may simply take \( u_\varepsilon(re^{i\theta}) = \min(2r/\varepsilon, 1)e^{i\varepsilon \theta} \), hence we assume \( N \geq 1 \).

For \( j = 1, \ldots, N \) we define radii \( \lambda_j = j/4N \), and will construct \( u_\varepsilon \) with a vortex of degree \( d \) at the origin, and \( 2(1 - d) \) vortices of degree 1 equally spaced along each circle \( \partial D_{\lambda_j} \). These degree 1 vortices are centered at
\[ x_{j,k} = e^{ik\frac{2\pi}{N}}\lambda_j, \quad k = 0, \ldots, 2(1 - d) - 1, \; j = 1, \ldots, N. \]
We fix a small radius \( \rho = \rho(d, N) > 0 \) such that the disks \( D_{2\rho}(0), D_{2\rho}(x_{j,k}) \), are mutually disjoint. In the set
\[ \omega := D_{\rho}(0) \cup \bigcup_{j,k} D_{\rho}(x_{j,k}), \]
we define \( u_\varepsilon \) by setting
\[ u_\varepsilon(re^{i\theta}) = \min(r/(\rho \varepsilon), 1) e^{i\varepsilon \theta}, \]
\[ u_\varepsilon(x_{j,k} + re^{i\theta}) = (-1)^k \min(r/(\rho \varepsilon), 1) e^{i\theta}, \]
for all \( r \in [0, \rho) \). Then \( u_\varepsilon \) is \( \mu_+^d \)-equivariant in \( \omega \), and
\[ \int_{\omega} \left( \frac{1}{2} |\nabla u_\varepsilon|^2 + \frac{1}{\varepsilon^2} W(u_\varepsilon) \right) \leq \pi \left( d^2 + |D - d| \right) \ln \frac{\rho}{\varepsilon} + C(d, N). \]
Since the trace of \( u \) on \( \partial \omega \) is smooth and \( S^1 \)-valued with
\[ \text{deg}(u_\varepsilon, \partial D_{\rho}(0)) + \sum_{j,k} \text{deg}(u_\varepsilon, \partial D_{\rho}(x_{j,k})) = d + 2(1 - d)N = D, \]
there exists a smooth map \( u_* : D_{1/2} \setminus \omega \to S^1 \) such that \( u_* = u_\varepsilon \) on \( \partial \omega \) and \( u_*((1/2)e^{i\theta}) = e^{iD\theta} \). Moreover, choosing this map \( u_* \) minimizing the Dirichlet energy among \( S^1 \)-valued maps with these boundary conditions ensures that \( u_* \) is \( \mu_+^d \)-equivariant, because the boundary conditions are equivariant and the minimizer is unique [6, § I.2]. Hence, setting \( u_\varepsilon = u_* \) in \( D_{1/2} \setminus \omega \) we obtain a \( \mu_+^d \)-equivariant map satisfying the conclusion of Lemma 4.5. \( \square \)

5. The stress-energy tensor and Pohozaev identities for anisotropic gradient systems

Let \( \Omega \subset \mathbb{R}^2 \) be an open set. We consider the system
\[ \Delta u + \delta \nabla (\nabla u) + \delta \text{curl}^*(\text{curl} u) = \nabla W(u), \; u = (u_1, u_2) \in C^2(\Omega; \mathbb{R}^2), \]
with \( W \in C^1(\mathbb{R}^2, \mathbb{R}) \), and \( \delta \in \mathbb{R} \). Equation (5.1) can be written as a divergence-free condition, that is,
\[ \text{div} T = (\nabla u)^\top (\Delta u + \delta \nabla (\nabla u) + \delta \text{curl}^*(\text{curl} u) - \nabla W(u)) = 0 \]
for the stress-energy tensor
\[ T(u, \nabla u) = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix}, \]
with
\[ T_{11}(u, \nabla u) = \frac{1}{2} |\partial_1 u|^2 - \frac{1}{2} |\partial_2 u|^2 + \delta |\nabla u_1|^2 - \frac{\delta}{2} |\nabla u_2|^2 - W(u), \]
\[ T_{12}(u, \nabla u) = \partial_1 u \cdot \partial_2 u + \delta \nabla u_1 \cdot \nabla u_2 + \delta (\text{div } u)(\text{curl } u), \]
\[ T_{21}(u, \nabla u) = \partial_1 u \cdot \partial_2 u + \delta \nabla u_1 \cdot \nabla u_2 - \delta (\text{div } u)(\text{curl } u) \]
\[ T_{22}(u, \nabla u) = \frac{1}{2} |\partial_2 u|^2 - \frac{1}{2} |\partial_1 u|^2 + \delta |\nabla u_1|^2 - \frac{\delta}{2} |\nabla u_2|^2 - W(u), \]
where \( \cdot \) stands for the Euclidean inner product. Condition (5.2) is an algebraic fact that follows from a long, but otherwise not difficult computation. In the isotropic case where \( \delta = 0 \), the stress-energy tensor reduces to the symmetric matrix (cf. [1, Section 3.1] or [22, Section 5.1]):
\[ T(u, \nabla u) = \frac{1}{2} \begin{pmatrix} |\partial_1 u|^2 - |\partial_2 u|^2 - 2W(u) & 2\partial_1 u \cdot \partial_3 u \\ 2\partial_1 u \cdot \partial_2 u & |\partial_2 u|^2 - |\partial_1 u|^2 - 2W(u) \end{pmatrix}. \]
Proceeding as in [1, section 3.6], we are going to derive Pohozaev identities for (5.1), with the help of the stress-energy tensor.

**Proposition 5.1.** Let \( \Omega \subset \mathbb{R}^2 \) be an open set, let \( D_R(x_0) \) be an open disc of radius \( r \) centered at \( x_0 \), such that \( D_R(x_0) \subset \Omega \), and let \( u \in C^2(\Omega; \mathbb{R}^2) \) be a solution of (5.1), with \( W \in C^1(\mathbb{R}^2; \mathbb{R}) \). For every \( x = x_0 + re^{i\theta} \), we denote by \((e_r, e_\theta)\) the orthonormal basis \((e^{i\theta}, ie^{i\theta})\), and by \( \partial_r \) (resp. \( \partial_\theta \)), the partial derivatives with respect to the vector \( e_r \) (resp. \( e_\theta \)).

Then, we have
\[ 2 \int_{D_r(x_0)} W(u) = r \int_{\partial D_r} \left( W(u) + \frac{1 + \delta}{2} (\partial_r u \cdot e_\theta)^2 + \frac{1 - \delta}{2} (\partial_r u \cdot e_r)^2 \right) - r \int_{\partial D_r} \left( \frac{1 + \delta}{2} (\partial_r u \cdot e_r)^2 + \frac{1 - \delta}{2} (\partial_r u \cdot e_\theta)^2 \right), \]
and
\[ 2\delta \int_{D_r(x_0)} (\text{div } u)(\text{curl } u) = r \int_{\partial D_r} \left( (\delta \text{div } u)(\text{curl } u) - \delta (\nabla(u \cdot e_r)) \cdot (\nabla(u \cdot e_\theta)) - \partial_r u \cdot \partial_\theta u \right). \]

**Proof.** Without loss of generality we take \( x_0 = 0 \). We derive (5.3) (resp. (5.4)), by applying the divergence theorem to the vector fields \( X = (x_1T_{11} + x_2T_{21}, x_1T_{12} + x_2T_{22}) \) (resp. \( Y = (-x_2T_{11} + x_1T_{21}, -x_2T_{12} + x_1T_{22}) \) in the disc \( D_r(x_0) \), where we have set \( x = (x_1, x_2) \). In view of (5.2), one can check that \( \text{div } X = T_{11} + T_{22} = -2W(u) \), while \( \text{div } Y = -T_{12} + T_{21} = -2\delta(\text{div } u)(\text{curl } u) \). Moreover a long but otherwise not difficult computation gives:
\[ X \cdot x = -r^2 \left( W(u) + \frac{1 + \delta}{2} (\partial_r u \cdot e_\theta)^2 + \frac{1 - \delta}{2} (\partial_r u \cdot e_r)^2 - \frac{1 + \delta}{2} (\partial_r u \cdot e_r)^2 - \frac{1 - \delta}{2} (\partial_r u \cdot e_\theta)^2 \right), \]
and
\[ Y \cdot x = -r^2 \left( (\delta(\text{div } u)(\text{curl } u) - \delta (\nabla(u \cdot e_r)) \cdot (\nabla(u \cdot e_\theta)) - \partial_r u \cdot \partial_\theta u \right). \]
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