
Numerical computing approach for solving Hunter-Saxton equation arising in liquid
crystal model through sinc collocation method

Iftikhar Ahmada, Hira Ilyasa, Kadir Kutluc, Vizda Anama,b, Syed Ibrar Hussaina, Juan Luis Garcia Guiraod,e,∗

aDepartment of Mathematics, University of Gujrat,Gujrat 50700, Pakistan.
bBCAM-Basque Center for Applied Mathematics, Alameda de Mazarredo 14 48009 Bilbao, Bizkaia,Basque-Country, Spain.

cDepartment of Mathematics, Recep Tayyip Erdogan University, Rize, Turkey.
dDepartment of Applied Mathematics and Statistics, Technical University of Cartagena, Cartagena, Spain.

eNonlinear Analysis and Applied Mathematics (NAAM)-Research Group, Department of Mathematics, Faculty of Science, King Abdulaziz University, P.O. Box
80203, Jeddah 21589, Saudi Arabia.

Abstract

In this study, numerical treatment of liquid crystal model described through Hunter-Saxton equation (HSE) has been presented
by sinc collocation technique through theta weighted scheme due to its enormous applications including, defects, phase diagrams,
self-assembly, rheology, phase transitions, interfaces, and integrated biological applications in mesophase materials and processes.
Sinc functions provides the procedure for function approximation over all types of domains containing singularities, semi-infinite
or infinite domains. Sinc functions have been used to reduce HSE into an algebraic system of equations that makes the solution
quite superficial. These algebraic equations has been interpreted as matrices. This projected that sinc collocation technique is
considerably efficacious on computational ground for higher accuracy and convergence of numerical solutions. Stability analysis
of the the proposed technique has ensured the accuracy and reliability of the method, moreover, as the stability parameter satisfied
the condition the proposed solution of the problem converges. The solution of the HSE is presented through graphical figures and
tables for different cases that are constructed on various values of θ and collocation points. The accuracy and efficiency of the
proposed technique is analyzed on the basis of absolute errors.

Keywords: Sinc Collocation Method (SCM); Hunter-Saxton Equation (HSE); Liquid Crystals(LC); Stability Analysis; Numerical
Solution of PDEs.

1. Introduction

Liquid crystals (LCs) is a state between liquid and solid crys-
tals, for instance, electronic displays, cell membranes, proteins,
solutions of soap and detergents are well known examples of
LCs. The history of LCs begins back in 1888, when an austrian
physiologist Friedrich Reinitzen started examining the proper-
ties of cholesterol. There were several speculations about the
physico-chemical properties of cholesterol in the start but after-
wards that class was called out the cholesteric liquid crystals
[1, 2, 3]. However, neumatic is one of the naturally occur-
ring phenomenon which allowed the mathematicians to con-
vert it into a model for future predictions. Therefore, J. K.
Hunter and Ralph Saxton derived an asymptotic partial differ-
ential equation which governs hyperbolic waves as a model of
a weakly nonlinear orientational wave propagation in a massive
nematic liquid crystal director field [4]. It is bi-variational and
bi-hamiltonian structure of integrable partial differential equa-
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tions known as Hunter-Saxton equation (HSE). Some assump-
tions for HSE were made as follows;

• There will be no fluid flow,

• Orientation of molecules will be focused and shown by
director field of neumatic LCs (i.e) v(x, t),

• No kinetic energy due to higher viscosity of LCs,

• Potential energy will consist upon bend, twist and elastic
coefficient of splay,

The authors created a wave-marker situation using the initial
boundary value problem (IBVP) of HSE purely for splay waves.
The general HSE form, reported in [5, 6, 7], is defined as

(vt + vvx)x =
1
2

v2
x, (1)

with conditions

v (x, 0) = g (x) , v (0, t) = 0, v (L, t) = 0, vx (L, t) = 0.

In Hunter-Saxton equation, various terms presents as follows:

• x is scaled as position that moves along linearized wave
velocity v(x, t),
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• t as time coordinate,

• When x = 0, the wave marker is mounted and at the other
end of the channel the reflection of wave is ignored be-
cause it was far away from the wave marker.

As over a finite time scale this experiment takes place so at the
other end of the channel no wave motion produced. The result
of current work does not support the model if any reflection of
waves produced backward or by twist. To take account of the
twisted splay waves at the HSE approximation level, a director
field with rotational inertia is needed as in [8].{

(ut + wux)x = 0, −∞ < x < ∞, t = 0,
wxx = u2

x, wxx > 0. (2)

where the second dependent variable w(x, t) in Eq. (2) can be
interpreted as the amplitude of splay wave or advection velocity
of w, that is generated by twist waves u(x, t).
Hunter and Saxton used variational principles to derive and an-
alyze this equation. They studied the instability in the direc-
tor field of a nematic liquid crystal. Smooth solutions break
down in finite times of asymptotic equation [4]. Jonathan
Lenells provided foundation for the geometric study of HS
equation, this exhibits a geodesic flow. The system of nonlin-
ear DEs like Hunter-Saxton, Camassa-Holm and Degasperis-
Procesi was analyzed by variational principle to find the weak
solutions in [9], Volterra-Fredholm integral equations [10],
Bossinesq equations [11], Schrödinger equation [12, 13], tele-
graph PDEs [14, 15], Burgers equation [16]. There are sev-
eral researches in the literature, that are examine by the dif-
ferent techniques [17, 18, 19, 20, 21]. A local solution of
two-component HSE was provided using Kato’s local existence
theory in [22], general solution is provided through local dis-
continuous Galerkin (LDG) and new discontinuous Galerkin
(DG) method in [23]. Furthermore, iterative methods like, vari-
ational iteration method (VIM), modified variational iteration
method (VMIM), Adomian decomposition method (ADM),
modified Adomian decomposition method (MADM) and Ho-
motopy analysis method (HAM) is described [24]. The recip-
rocal transformations [25], Homotopy decomposition method
[26], bivariate generalized fractional order of the chebyshev
functions (BGFCF) [27], cubic trigonometric B-Spline colloca-
tion method [28], collocation method [29], Harr wavelet quasi-
linearization approach [30], and Lipschitz metric [31], time
marching scheme [32] are applied to study the diffusion of neu-
matic LCs. The generalized Hunter-Saxton equation is consid-
ered using integrability structures [33], Numerical solutions of
HSE using Laguerre wavelet and by using efficient approach on
time domains is presented in [34], [35], [36].
The proper treatments of BCs is one of the basic difficulty in
evaluating any numerical scheme, study based on this concept
is carried out in [37, 38, 39, 40, 41, 42, 43]. Among the com-
putational methods, one of the important class of methods were
spectral methods to solve linear and non-linear partial differen-
tial equations, somehow spectral methods has few drawbacks
because these methods do not represent the physical process
in spectral space. Secondly, these are restricted to those prob-
lems which has periodic boundary conditions [44]. Another

technique of Lagrange interpolation polynomials (used as test
functions) are not so much useful to determine the oscillating
solution or problems with unbounded domains. A desirable use
of sinc functions can deal with these adversities while keep-
ing the experimental convergence rate. As the derivatives of
sinc functions on boundaries or not defined, to overcome this
difficulty sinc collocation methods along with finite difference
method is used to calculate derivatives near boundaries for solv-
ing the Hunter-Saxton equation [45].
From the above reported literature it is noticed that the sinc col-
location method with theta weighted scheme not yet used to
solve Hunter-Saxton equation arising in liquid crystal model,
this motivated the authors to study on the proposed model. In
this paper, sinc collocation technique is used to evaluate the
time-periodic behavior of the Hunter-Saxton equation, detailed
stability analysis of proposed technique is presented after im-
plementation to the problem. In section 1, an introduction is
given, section 2 contains the preliminary information about how
to apply a sinc function for partial differential equation and to
approximate the solution and this method is applied on the pro-
posed problem in section 3. In section 4, complete stability
analysis is presented, then necessary and sufficient bounds for θ
has been evaluated and confirmed numerically in next section 5
with numerical results and graphical representation of solution.
In the last section 5, the conclusion is provided.

2. Sinc bases functions

Generally, Sinc function [46] is defined by

sinc (z) =
{

1 z = 0,
sin(πz)
πz z , 0.

(3)

for all z ∈ C.
Assuming the step size (evenly spaced nodes) h > 0, the trans-
lated sinc function defined and denoted as,

S (m, h) (x) = S m (x) = S inc
(

x − mh
h

)
, m ∈ Z (4)

sinc (m) =

 1 x = 0,
sin( πh (x−mh))
π
h (x−mh) x , mh.

(5)

If v is a function defined on the real line, then for step-size h > 0
the Whittaker cardinal expansion for v is defined by,

C (m, h) (x) =
∞∑

m=−∞
v(mh)S (m, h) (x) , (6)

whenever the series converges, v is approximated by using the
finite number of terms in the above equation. where xm = mh
and step size h is given by

h =

√
πd
αN
, (7)

0 < α ≤ 1, d ≤ π,
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N is suitably chosen, α and d depend upon the asymptotic be-
havior of v. Sinc approximation can be constructed for semi-
infinite, finite or infinite intervals.
Definition: Let us consider Db be the infinite strip with width
2b about the real axis [47] and b > 0 is defined as

Db =
{
z ∈ C : |ℑ (z) | < b

}
.

Further, for ϵ belongs to unit interval, let Db (ϵ) is the rectangle
in the complex plane

Db (ϵ) =
{

z ∈ C | ℜ (z) | < 1
ϵ
, |ℑ (z) | < b

(1 − ϵ)

}
. (8)

Let B(Db) denotes the class of functions p that are analytic in
Db, such that∫ b

−b
|p (x + iy) |dy −→ 0 , x −→ ±∞,

and

N (p,Db) = lim
ϵ→0

(∫
∂Db(ϵ)

|p (z) |2|dz|
) 1

2

< ∞,

where ∂Db describe boundary of Db.
Lemma-1: The Hilbert transform [44] of a function v can be
approximated by

H [v] (x) =
1
π

P
∫ ∞

−∞

f (x − y)
y

dy ≈
N∑

m=−N

vmTm (x) , (9)

where

Tm (x) =
1 − cos

[
π
h (x − mh)

]
π
h (x − mh)

.

The entries of Hilbert transforms matrix at collocation points
xm = mh is

H = Tm (xi) =

 0 m = i,
1−(−1)i−m

π(i−m) m , i.
(10)

The general formula for nth derivative of function v at colloca-
tion points xm = mh can be approximated by

vn (xm) =
N∑

m=−N

v (mh)
dn

dxn [S m (x)] , (11)

where S represent the sinc derivative and h represents the step
size. Some general notations are,

S (n) = S (n)
mi , S m (x) = [S (m, h) (x)] |x=xi . (12)

For calculation of derivatives, a general formula has been writ-
ten below to calculate even and odd derivatives [44]
For even,

S (2s∗) =
1

h2s∗
d2s∗

dx2s∗ [S (m, h) (x)] |x=xi

=
1

h2s∗

 (π)2s∗ (−1)s∗

(2s∗+1) , m = i,
(−1)(i−m)

(i−m)2s∗ .
∑(s∗−1)

l=0 (−1)(l+1) 2s∗!
(2l+1)!π

2l (i − m)2l, m , i.
(13)

For odd,

S (2s∗+1) =
1

h(2s∗+1)

d(2s∗+1)

dx(2s∗+1) [S (m, h) (x)] |x=xi

=
1

h(2s∗+1)

 0, m = i,
(−1)(i−m)

(i−m)(2s∗+1) .
∑s∗

l=0 (−1)l (2s∗+1)!
(2l+1)! π

2l (i − m)2l, m , i.
(14)

All those derivatives which has been used in this work are writ-
ten bellow
In particular put s = 0, in Eq. (13) we have 0th Sinc derivative

S (0) = [S (m, h) (x)] |x=xi =

{
1, m = i,
0, m , i. (15)

For 1st Sinc derivative, put s = 0, in Eq.(14) we have.

S (1) =
1
h

d
dx

[S (m, h) (x)] |x=xi =
1
h

 0, m = i,
(−1)(i−m)

(i−m) , m , i.
(16)

For 2nd Sinc derivative, put s = 1, in Eq. (13) we have.

S (2) =
1
h2

d2

dx2 [S (m, h) (x)] |x=xi =
1
h2

 −π2

3 , m = i,
−2(−1)(i−m)

(i−m)2 , m , i.
(17)

Properties of Sinc collocation method

• The Sinc Collocation method is applicable over all types of
domains where other technique fail to handle singularity,
this method is applicable on even semi infinite or infinite
domain, because it did not provides the infinite domain as
infinite.

• The SCM can be successively applied on the higher order
partial derivative due to its property of converting higher
order derivatives into algebraic equations that are easy to
tackle.

• The SCM can imposed on that problems that have singu-
larities with higher order partial derivative or on boundary,
mostly the singularity is removed when this is applied on
the problem if not a suitable polynomial is applied to re-
move the singularity.

• Moreover, The SCM is used extensively not because of
expedient reaction against the problem having singularity
but also due to interesting convergence.

The graphical abstract of Sinc Collocation methodology and
implementation of SCM on Hunter Saxton equation is illus-
trated in Fig. 1.

3. Solving Hunter-Saxton Equation

Consider the Hunter Saxton equation.

(vt + vvx)x =
1
2

v2
x, (18)
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Figure 1: Graphical Abstract of Sinc collocation method for HSE

4



vxt + vvxx + v2
x −

1
2

v2
x = 0,

vxt + vvxx +
1
2

v2
x = 0, (19)

with initial condition,

v(x, 0) = 1. (20)

Now applying θ-weighted scheme on Eq. (19), where δt repre-
sents the time step(

vk+1
x − vk

x

δt

)
+ θ

[
(vvxx)k+1 +

1
2

(
v2

x

)k+1
]

+ (1 − θ)
[
(vvxx)k +

1
2

(
v2

x

)k
]
= 0,

vk+1
x − vk

x + θδt
[
(vvxx)k+1 +

1
2

(
v2

x

)k+1
]

+ (1 − θ) δt
[
(vvxx)k +

1
2

(
v2

x

)k
]
= 0.

(21)

Now linearizing some nonlinear terms for this, we write the
Taylor expansion of

(
vk+1

x

)2

vk+1
x = vx (tk + δt) (22)

vk+1
x = vx (tk) + δtvxt (tk) + O (δt)2 ,

vk+1
x vk+1

x =
(
vx (tk) + δtvxt (tk) + O (δt)2

)(
vx (tk) + δtvxt (tk) + O (δt)2

)
=

(
vk

x + δt
(

vk+1
x − vk

x

δt

)
+ O (δt)2

)
(
vk

x + δt
(

vk+1
x − vk

x

δt

)
+ O (δt)2

)
,

vk+1
x vk+1

x ≈ 2vk
xvk+1

x − vk
xvk

x. (23)

Also, we need to linearize (vvxx)k+1 so we write its Taylor ex-
pansion.

vk+1 = v (tk + δt)

= v (tk) + δtvt (tk) + O (δt)2 ,
(24)

vk+1
xx = vxx (tk + δt) (25)

= vxx (tk) + δtvxxt (tk) + O (δt)2 ,

vk+1vk+1
xx =

(
v (tk) + δtvt (tk) + O (δt)2

)(
vxx (tk) + δtvxxt (tk) + O (δt)2

)
=

(
vk + δt

(
vk+1 − vk

δt

)
+ O (δt)2

)
(
vk

xx + δt
(

vk+1
xx − vk

xx

δt

)
+ O (δt)2

)
,

vk+1vk+1
xx ≈ vk+1vk

xx + vkvk+1
xx − vkvk

xx. (26)

Substituting values from Eqs. (23 ), (26) into Eq. (21) we get,

vk+1
x − vk

x + θδt[
(
vk+1vk

xx + vkvk+1
xx − vkvk

xx

)
+

1
2

(
2vk

xvk+1
x − vk

xvk
x

)
] (1 − θ) δt

[
vkvk

xx +
1
2

vk
xvk

x

]
= 0.

(27)

After simplification

vk+1
x − vk

x + θδt
[
vk+1vk

xx + vkvk+1
x + vk

xvk+1
x

]
+ (1 − 2θ) δt

[
vkvk

xx +
1
2

vk
xvk

x

]
= 0,

vk+1
x + θδt

[
vk+1vk

xx + vkvk+1
x + vk

xvk+1
x

]
= vk

x − (1 − 2θ) δt
[
vkvk

xx +
1
2

vk
xvk

x

]
.

(28)

Assume, the solution can be interpolated as

v (xi, tk) ≡ vk (xi) ≈
N∑

m=1

vk
mS m (xi) .

Now we plug in the assumed solution into above Eq. (28)
N∑

m=1

vk+1
m S (1)

m (xi) + θδt
[ N∑

m=1

vk+1
m S (0)

m (xi)
N∑

n=1

vk
nS (2)

m (xi)

+

N∑
m=1

vk
mS (0)

m (xi)
N∑

n=1

vk+1
n S (1)

m (xi)

+

N∑
m=1

vk
mS (1)

m (xi)
N∑

n=1

vk+1
n S (1)

m (xi)
]

=

N∑
m=1

vk
mS 1

m(xi) − (1 − 2θ)δt
[ N∑

m=1

vk
mS (0)

m (xi)

N∑
n=1

vk
nS (2)

m (xi) +
1
2

N∑
m=1

vk
mS (1)

m (xi)
N∑

n=1

vk
nS (1)

m (xi)
]
.

(29)

We write non-linear terms of Eq. (29) as,

N1 = S (2)vk ∗ S (0),

N2 = S (0)vk ∗ S (1),

N3 = S (1)vk ∗ S (1),

(30)

where ′∗′ stands for component by component multiplication[
S (0) + θδt(N1 + N2 + N3)

]
vk+1 =[

S (1) − δtN1 −
δt
2

N3 + 2θδtN1 + θδtN3

]
vk.

(31)

Eq. (29) now becomes the following matrix equation by using
Eq. (30) into it

Gvk+1 = Hvk, (32)

where
G = S (0) + θδt(N1 + N2 + N3), (33)

H = S (1) − δtN1 −
δt
2

N3 + 2θδtN1 + θδtN3, (34)

vk+1 = I0 ∗
(
G−1H

)
vk. (35)
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4. Stability Analysis

In this section stability analysis of Sinc collocation method for
solving Hunter Saxton equation (31) has been presented. The
error term can be written as[

S (0) + θδt(N1 + N2 + N3)
]

ek+1

=

[
S (1) − δtN1 −

δt
2

N3 + 2θδtN1 + θδtN3

]
ek,

(36)

where S (0), S (1),N1,N2, and N3 are defined by , error is defined
as:

ek = |vk
exact − vk

approximate|, (37)

where vk
exact and vk

approximate are exact and approximated solution
at time tk.
Eq.( 36) can be written as

ek+1 = Dek, (38)

where

D ≡ G−1H = [S (0) + θδt(N1 + N2 + N3)]−1

×[S (1) − δtN1 −
δt
2

N3 + 2θδtN1 + θδtN3].
(39)

Sinc collocation method is considered numerically stable if
ρ(D) ≤ 1, where ρ(·) denotes the spectral radius. It will be
stable if ∣∣∣∣∣∣∣∣

(
S (1) − δtN1 − δt2 N3 + 2θδtN1 + θδtN3

)
S (0) + θδt (N1 + N2 + N3)

∣∣∣∣∣∣∣∣ ≤ 1. (40)

Now we have eigenvalues of S (0), S (1),N1,N2,N3 as
λ0, λ1, λN1 , λN2 and λN3 respectively. From section (II)
S (0) is just an identity matrix so λ0 = 1. Furthermore∣∣∣∣∣∣∣ λ1 − δt(λN1 +

1
2λN3 ) + 2θδt(λN1 +

1
2λN3 )

1 + θδt(λN1 + λN2 + λN3 )

∣∣∣∣∣∣∣ ≤ 1, (41)

{
S (1)

}
m,i
=

(−1)m−i

h (m − i)
= − (−1)i−m

h (i − m)
= −

{
S (1)

}
i,m
, (42)

where
{
S (1)

}
m,m
= 0. This shows that S (0) is skew-symmetric

and have purely imaginary values as λ1 = i | λ1 |∣∣∣∣∣∣∣∣
(2θ − 1) λR

N1
+ (θ − 0.5) λR

N3

1 + θ
(
λR

N1
+ λR

N2
+ λR

N3

)
+ iθ

(
λI

N1
+ λI

N2
+ λI

N3

)
∣∣∣∣∣∣∣∣+

i

∣∣∣∣∣∣∣∣
(
λ1 + (2θ − 1) λI

N1
+ (θ − 0.5) λI

N3

)
1 + θ

(
λR

N1
+ λR

N2
+ λR

N3

)
+ iθ

(
λI

N1
+ λI

N2
+ λI

N3

)
∣∣∣∣∣∣∣∣ ≤ 1,

(43)

which implies that∣∣∣∣∣∣(2θ − 1) λR
N1
+

(
θ − 1

2

)
λR

N3

∣∣∣∣∣∣+
i

∣∣∣∣∣∣
(
λ + (2θ − 1) λI

N1
+

(
θ − 1

2

)
λI

N3

)∣∣∣∣∣∣
≤

∣∣∣∣1 + θ (λR
N1
+ λR

N2
+ λR

N3

)
+ iθ

(
λI

N1
+ λI

N2
+ λI

N3

)∣∣∣∣ , (44)

i.e.,[
(2θ − 1) λR

N1
+

(
θ − 1

2

)
λR

N3

]2

+[
λ + (2θ − 1) λI

N1
+

(
θ − 1

2

)
λI

N3

]2

≤
[
1 + θ

(
λR

N1
+ λR

N2
+ λR

N3

)]2
+

[
θ
(
λI

N1
+ λI

N2
+ λI

N3

)]2
, (45)

after algebraic treatment, the above condition becomes

2 (2θ − 1)
(
θ − 1

2

)
λR

N1
λR

N3
+ 2 (2θ − 1) λ1λ

I
N1
+

(2θ − 1)2 λI
N1
λI

N2
+ (2θ − 1) λ1λ

I
N3

− θ2
(
2λR

N1
λR

N2
+ 2λR

N2
λR

N3
+ 2λR

N3
λR

N1

)
−

2θ
(
λR

N1
+ λR

N2
+ λR

N3

)
−

θ2
(
2λI

N1
λI

N2
+ 2λI

N2
λI

N3
+ 2λI

N3
λI

N1

)
+ |λ1|2

≤ 1 + (3θ + 1) (1 − θ)
∣∣∣λN1

∣∣∣2 + 2θ2
∣∣∣λN2

∣∣∣2 + (
θ − 1

8

) ∣∣∣λN3

∣∣∣2 . (46)

Note that stability is assured if ρ (G) ≤ 1. The spectral radius is
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Figure 2: Illustration of convergence dependence on θ for HSE

computed by iteration matrix, for values of theta between 0 and 1. the
stability of the method is assured as Fig. (2) shows the condition of
theta 0 ≤ θ ≤ 1 is nearly sufficient. This condition must hold for all
eigen values of the corresponding matrices for the method to be stable.
Notice that if 2

5 ≤ θ ≤ 1, the left hand side may be negative, depending
upon the choice of eigen-values, whereas the right hand side of Eq.
(46) is non-negative. Which conclude that the condition 2

5 ≤ θ ≤ 1 is
necessary but not sufficient, for stability of the Sinc collocation method
we insert θ = 1 in Eq. (43) it gives∣∣∣∣∣∣∣∣

λR
N1
+

(
1
2

)
λR

N3
+ i

(
λ1 + λ

I
N1
+

(
1
2

)
λI

N3

)
1 +

(
λR

N1
+ λR

N2
+ λR

N3

)
+ i

(
λI

N1
+ λI

N2
+ λI

N3

)
∣∣∣∣∣∣∣∣ ≤ 1 , (47)

∣∣∣∣∣∣λR
N1
+

1
2
λR

N3
+ i

(
λ1 + λ

I
N1
+

1
2
λI

N3

)∣∣∣∣∣∣
≤

∣∣∣∣1 + (
λR

N1
+ λR

N2
+ λR

N3

)
+ i

(
λI

N1
+ λI

N2
+ λI

N3

)∣∣∣∣ , (48)
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using the triangle inequality, the above equation becomes

∣∣∣∣∣∣λR
N1
+

1
2
λR

N3
+ i

(
λ1 + λ

I
N1
+

1
2
λI

N3

)∣∣∣∣∣∣
≤

∣∣∣1 + λR
N1
+ iλI

N1

∣∣∣ + ∣∣∣λR
N2
+ iλI

N2

∣∣∣ + ∣∣∣λR
N3
+ iλI

N3

∣∣∣ ,
which implies that

0 ≤
∣∣∣1 + λR

N1
+ iλI

N1

∣∣∣ + ∣∣∣λR
N2
+ iλI

N2

∣∣∣ + ∣∣∣λR
N3
+ iλI

N3

∣∣∣ .
Fig. 2 expresses the sufficient condition for 0 ≤ θ ≤ 1. Eq. (43) is true
for all choice of eigenvalues. Thus we obtain θ = 1, is the sufficient
condition for stability of the technique. When θ = 0 the technique is
restrictively stable with the limit on time step:

δt ≤ 1 − Re2 (λ1) − Im2 (λ1)
1
4

(
Re2

(
λN3

)
+ Im2

(
λN3

))
+ Re

(
λN3λN1

)
+ Im

(
λN1λ1

) . (49)

5. Solutions for Hunter-Saxton equation

The solution of the HSE is obtained by the SCM with considering
different values of θ along with collocation points and number of time
steps, where Matlab is used to reduce the lap time. The general steps to
obtained the solution of the HSE for all the proposed cases is illustrated
in algorithm 1.

Algorithm 1 The step by step description of the solution ob-
taining for HSE through Sinc collocation method

1: procedure 1(Inputs)
2: Input1: Enter the collocation points={xm}m=0

3: Input2: Enter the number of time steps=nt

4: Calculate: δx and δt
5: procedure 2(Derivatives of Sinc function)
6: for i = 1,...,xm do
7: for j = 1,...,xm do
8: if i == j then
9: S (0)(i, j) = 1,

10: S (1)(i, j) = 0,
11: S (2)(i, j) = −π2/3.
12: else
13: S (0)(i, j) = 0,
14: S (1)(i, j) = (−1) j−i

h( j−i) ,

15: S (2)(i, j) = −2(−1) j−i

h2( j−i)2 .

16: end
17: end
18: end
19: procedure 3(Iteration)
20: for k = 2,...,nt do
21: for i = 1,...,xm do
22: vk+1(i, k) = I0 ∗ (G−1H)vk

23: end
24: end
25: Output: Numerical solution of the HSE

Table 1: Numerical Solution of HSE by Sinc Collocation method for case 2
x t=0 t=2 t=4 t=6 t=8 t=10 t=12

0.000000 0.000000 0.000000 0.000000 4.78E-18 -1.02E-18 2.26E-19 -3.96E-21
1.111111 0.222222 -0.03945 0.012182 0.004022 0.000678 0.000172 4.35E-05
2.222222 0.444444 0.088753 0.036620 0.009826 0.001588 0.000401 0.000101
3.333333 0.666667 0.096572 0.045222 0.012246 0.001982 0.000501 0.000126
4.444444 0.888889 0.197649 0.063955 0.016628 0.002665 0.000672 0.000169
5.555556 1.111111 0.172924 0.063622 0.016836 0.002711 0.000684 0.000172
6.666667 1.333333 0.278434 0.083603 0.021510 0.003439 0.000867 0.000218
7.777778 1.555556 0.208779 0.072398 0.019117 0.003077 0.000777 0.000196
8.888889 1.777778 0.355958 0.102456 0.026248 0.004192 0.001057 0.000266
10.00000 2.000000 0.000000 0.000000 0.000000 0.000000 0.000000 0.000000
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Figure 3: Case 1 wave propagation of HSE for various values of θ
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5.1. Case 1:
The numerical solution of Hunter Saxton equation is presented below,
using the graphical figures. The graphical figures represents the wave

7



0 0.2 0.4 0.6 0.8 1

t

-1

0

1

v
(x

,t
)

x = 0

0 0.2 0.4 0.6 0.8 1

t

-1

0

1

v
(x

,t
)

x = L/4

0 0.2 0.4 0.6 0.8 1

t

-1

0

1

v
(x

,t
)

x = L/2

0 0.2 0.4 0.6 0.8 1

t

-1

0

1

v
(x

,t
)

x = L

Figure 6: Solution of HSE for different values of x for case 1

propagation in a massive nematic liquid crystal director field. In Case
1, the solution of HSE is presented. The number of collocation points
and iteration numbers are taken 10 and 20, respectively. Fig. (3) rep-
resents the numerical solution of HSE for various values of θ, it repre-
sents the wave propagation in a massive nematic liquid crystal director
field, for four values of θ, taken to be, θ = 0.2, 0.4, 0.6 and θ = 0.8,
respectively. Fig. (3) represents the solution of HSE in 3-dimension,
elaborating the wave propagation , furthermore, the solution contains
the singularities at various points of x, t. The Fig. (3a-b) are graphical
representation of the θ = 0.2, 0.4 and these are not converges because
the stability occurs for θ > 0.4 where other two subfigures illustrates
the convergent solution of HSE. Approximation has done by setting
δx = L/(nx − 1) and δt = Tmax/(nt − 1) and θ = 1. Fig. (4) expresses
the wave propagation in a massive nematic liquid crystal director field
at θ = 1 corresponding to different values of x and t. Fig. (5) repre-
sents the solution of HSE at v(t = 0). Fig. (6) expresses the solution
of HSE for four different values of x, at x = 0, x = L/4, x = L/2 and
x = L, respectively. At x = 0, the solution of HSE is v(x, t) = 0. At
x = L/4, x = L/2, x = L, the solution is increasing near the values
t = 0.65.
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Figure 7: Wave propagation of HSE for case 2 corresponding to various values
of x and t

5.2. Case 2:
In Case 2, the graphical solution of HSE is presented for θ = 0.6,
number of collocation points and iteration numbers are taken to be
10 and 20, respectively. The HSE presents the wave propagation in
a massive nematic liquid crystal director field. Fig. (7) expresses the
wave propagation in a massive nematic liquid crystal director field at
θ = 0.6. Fig. (8) represents the solution of HSE at v(x = L/2). Fig.
(9) expresses the solution of HSE for four different values of x, at
x = 0, x = L/4, x = L/2 and x = L, respectively. At x = 0, the solution

of HSE is v(x, t) = 0. At x = L/4, x = L/2, x = L, the behaviour of the
solution of HSE is decreasing. The numerical solution of the HSE for
this case is tabulated in table 1 at different times ranges from 0 to 12
corresponding to varying x values from 0 to 10.
The absolute errors (AEs) of the obtained results with reference solu-
tion where, reference solution is obtained through Adom’s numerical
method for the accuracy and efficiency analysis of the proposed tech-
nique with θ=0.9. The graphical illustration of AEs is described in the
Fig. (10).
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Figure 8: Case 2 solution of HSE for x = L/2
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Table 2: Absolute Error with Adom’s method
t

x

0.1 0.2 0.3 0.4 0.5
0.1 3.92E-01 4.18E-01 6.49E-01 7.11E-01 9.27E-01
0.2 1.80E-01 3.05E-01 4.87E-01 6.22E-01 8.01E-01
0.3 9.75E-02 2.42E-01 4.00E-01 5.47E-01 7.03E-01
0.4 4.47E-02 1.86E-01 3.29E-01 4.71E-01 6.14E-01
0.5 8.75E-04 1.32E-01 2.66E-01 3.99E-01 5.32E-01
0.6 4.34E-02 8.15E-02 2.07E-01 3.31E-01 4.57E-01
0.7 8.33E-02 3.43E-02 1.52E-01 2.70E-01 3.87E-01
0.8 1.20E-01 9.31E-03 1.02E-01 2.13E-01 3.24E-01
0.9 1.55E-01 4.93E-02 5.60E-02 1.61E-01 2.67E-01
1 1.86E-01 8.57E-02 1.43E-02 1.14E-01 2.14E-01

Table 3: Comparative study on the basis of max AE

t Ref[53] for N=256 Ref[54] for N=128 Ref[55] for N=225 SCM for N=10
0.1 4.61 E-06 5.45E-09 7.75E-16 5.86E-18 nt=11
0.01 7.36 E-09 1.30E-07 3.83E-17 1.76E-19 nt=101
0.001 1.00E-11 6.05E-19 1.85E-19 nt=1001

Table 2 presents the absolute error of HSE with Adom’s method. A
comparison of proposed technique is presented in Table 3 with the ex-
isting numerical techniques, Haar wavelet quasi-linearization method
[53], a collocation method [54] and chebyshev functions (B-GFCF)
collocation method [55]. It is concluded that our proposed technique
provides the better results on the basis of absolute errors.

6. Conclusion

It is concluded, on the basis of the results obtained in the previous sec-
tion that the proposed technique has been proved to be more reliable,
accurate, stable, and attractive. Initially, cardinal expansion of Sinc
base functions have been used to approximates the space dimension,
thus it allows the avoidance of finite difference grid for 2nd and 3rd
order nonlinear partial differential equations. θ-weighted finite differ-
ence scheme has been applied to approximate time derivative, which
reduces the complexity of equations. The results showed that SCM
successfully tackled the proposed problem, in the presence of the sin-
gularities. Sinc bases functions have been used to minimize the math-
ematical calculations. One of the sound advantage has gained by Sinc
collocation method is ability to compose quite accurate results with
Matlab coding. The convergence of the Sinc collocation method is
examine by running the algorithm many times with same collocation
points through Mesh points the behavior is determined, most of time
the different mash point are provided where in other technique we can-
not find the exact behavior between the integer domain but from Sinc
collocation method we calculate. The stability of the proposed equa-
tion is examine and graphically illustrated in Fig. (2) that the solution
is stable for θ > 0.4. The wave propagation varies as the values of θ
corresponding to the x and t values. Moreover, the variation of x values
also effect the wave propagation values as the x increases the slop of
flow increases i-e., they have direct relation for both cases. Similarly,
at specific x values with variation in time values the the solution of the
Hunter Saxton equation through the proposed method decreases.
In Future, such equations which may have infinite domains or difficult
to solve by other numerical techniques can be solved by Sinc collo-
cation method, quite successfully, moreover, this technique provides

more accurate and efficient solutions for the higher order equations
[48, 49], also can applied on the system of equations [50, 51, 52].

7. Acknowledgments

This research has been partially supported by Ministerio de Cien-
cia, Innovacin y Universidades grant number PGC2018 − 0971 −
B − 100 and Fundacin Sneca de la Regin de Murcia grant number
20783/PI/18. Also It has been supported by the National Research Pro-
gram for Universities (NRPU), Higher Education Commission, Pak-
istan, No.8103/Pun jab/NRPU/R and D/HEC/2017.

8. References

[1] Lenells, J., 2007. The Hunter Saxton equation describes the geodesic flow
on a sphere. Journal of Geometry and Physics, 57(10), pp.2049-2064,
DOI:10.1016/j.geomphys.2007.05.003.

[2] Hunter, J.K. and Zheng, Y., 1994. On a completely integrable nonlinear
hyperbolic variational equation. Physica D: Nonlinear Phenomena, 79(2-
4), pp.361-386, DOI:10.1016/s0167-2789(05)80015-6.

[3] Beals, R., Sattinger, D.H. and Szmigielski, J., 2001. Inverse scattering so-
lutions of the Hunter Saxton equation: Hunter-saxton equation. Applica-
ble Analysis, 78(3-4), pp.255-269, DOI:10.1016/s0167-2789(05)80015-
6.

[4] J. K. Hunter and R. Saxton, 1991. Dynamics Of Director Fields. J Appl
Math.(SAIM), 51, pp.1498-1521, DOI:10.1137/0151075.

[5] Cotter, C., Deasy, J. and Pryer, T., 2019. The r-Hunter-Saxton equation,
smooth and singular solutions and their approximation. arXiv preprint
arXiv:1911.09619, DOI:10.1088/1361-6544/abab4d.

[6] Zhao, Z., 2019. Conservation laws and nonlocally related systems of the
Hunter Saxton equation for liquid crystal. Analysis and Mathematical
Physics, 9(4), pp.2311-2327, DOI:10.1007/s13324-019-00337-3.

[7] Lenells, J., 2007. The Hunter Saxton equation describes the geodesic flow
on a sphere. Journal of Geometry and Physics, 57(10), pp.2049-2064,
DOI:10.1016/j.geomphys.2007.05.003.

[8] Ali, G. and Hunter, J.K., 2006. Orientation waves in a director field with
rotational inertia. arXiv preprint math/0609189.

[9] Guelmame, B., Junca, S., Clamond, D. and Pego, R., 2020. Global
weak solutions of a Hamiltonian regularised Burgers equation, DOI:
10.1134/S0040577920050049.

9



[10] Amin, R., Shah, K., Asif, M. and Khan, I., 2020. Efficient
numerical technique for solution of delay Volterra-Fredholm in-
tegral equations using Haar wavelet. Heliyon, 6(10), p.e05108,
DOI:10.1016/j.heliyon.2020.e05108.

[11] Sharifi, M. and Raesi, B., 2020. Vortex Theory for Two Dimensional
Boussinesq Equations. Applied Mathematics and Nonlinear Sciences,
5(2), pp.67-84, DOI: https://doi.org/10.2478/amns.2020.2.00014.

[12] Abu Arqub, O., 2019. Application of residual power series method for
the solution of time-fractional Schrdinger equations in one-dimensional
space. Fundamenta Informaticae, 166(2), pp.87-110, DOI: 10.3233/FI-
2019-1795.

[13] Al-Raeei, M. and El-Daher, M.S., 2020. Numerical simula-
tion of the space dependent fractional Schrdinger equation for
London dispersion potential type. Heliyon, 6(7), p.e04495,
DOI:10.1016/j.heliyon.2020.e04495.

[14] Modanli, M. and Akgl, A., 2020. On Solutions of Fractional order Tele-
graph Partial Differential Equation by Crank-Nicholson Finite Difference
Method. Applied Mathematics and Nonlinear Sciences, 5(1), pp.163-170,
DOI: https://doi.org/10.2478/amns.2020.1.00015.

[15] Arslan, D., 2020. The Numerical Study of a Hybrid Method for Solving
Telegraph Equation. Applied Mathematics and Nonlinear Sciences, 5(1),
pp.293-302, DOI: https://doi.org/10.2478/amns.2020.1.00027.

[16] Kurt, A. and Tasbozan, O., 2019, September. Approximate analytical so-
lutions to conformable modified Burgers equation using homotopy anal-
ysis method. In Annales Mathematicae Silesianae (Vol. 33, No. 1, pp.
159-167). Sciendo, DOI: 10.2478/amsil-2018-0011.

[17] Touchent, K.A., Hammouch, Z. and Mekkaoui, T., 2020. A
modified invariant subspace method for solving partial differen-
tial equations with non-singular kernel fractional derivatives. Ap-
plied Mathematics and Nonlinear Sciences, 5(2), pp.35-48, DOI:
https://doi.org/10.2478/amns.2020.2.00012.

[18] Otsuki, S., Kawamoto, P.N. and Yamazaki, H., 2019. A Simple Ex-
ample for Linear Partial Differential Equations and Its Solution Using
the Method of Separation of Variables. Formalized Mathematics, 27(1),
pp.25-34, DOI: https://doi.org/10.2478/forma-2019-0003.

[19] Ziane, D., Cherif, M.H., Cattani, C. and Belghaba, K., 2019. Yang-laplace
decomposition method for nonlinear system of local fractional partial dif-
ferential equations. Applied Mathematics and Nonlinear Sciences, 4(2),
pp.489-502, DOI: https://doi.org/10.2478/AMNS.2019.2.00046.

[20] Khalouta, A. and Kadem, A., 2020, September. Numerical Compari-
son of FNVIM and FNHPM for Solving a Certain Type of Nonlin-
ear Caputo Time-Fractional Partial Differential Equations. In Annales
Mathematicae Silesianae (Vol. 34, No. 2, pp. 203-221). Sciendo, DOI:
https://doi.org/10.2478/amsil-2020-0008.

[21] Arslan, D., 2020. The Comparison Study of Hybrid Method
with RDTM for Solving Rosenau-Hyman Equation. Applied
Mathematics and Nonlinear Sciences, 5(1), pp.267-274, DOI:
https://doi.org/10.2478/amns.2020.1.00024.

[22] Wunsch, M., 2010. The generalized Hunter Saxton system.
SIAM journal on mathematical analysis, 42(3), pp.1286-1304,
DOI:10.1137/090768576.

[23] Xu, Y. and Shu, C.W., 2010. Dissipative numerical methods for the
Hunter-Saxton equation. Journal of Computational Mathematics, pp.606-
620, https://www.jstor.org/stable/43693605.

[24] Behzadi, S.S., 2011. Numerical solution of Hunter-Saxton equation by us-
ing iterative methods. Journal of Informatics and Mathematical Sciences,
3(2), pp.127-143, DOI: http://dx.doi.org/10.26713

[25] Tian, K. and Liu, Q.P., 2016. Conservation laws and symmetries
of Hunter Saxton equation: revisited. Nonlinearity, 29(3), p.737,
DOI:10.1088/0951-7715/29/3/737.

[26] Atangana, A., Baleanu, D. and Alsaedi, A., 2016. Analysis of time-
fractional Hunter-Saxton equation: a model of neumatic liquid crys-
tal. Open Physics, 14(1), pp.145-149, DOI: https://doi.org/10.1515/phys-
2016-0010.

[27] Parand, K. and Delkhosh, M., 2017. An efficient numerical solution
of nonlinear HunterSaxton equation. Communications in Theoretical
Physics, 67(5), p.483, DOI:10.1088/0253-6102/67/5/483 .

[28] Hashmi, M.S., Awais, M., Waheed, A. and Ali, Q., 2017. Numerical treat-
ment of Hunter Saxton equation using cubic trigonometric B-spline collo-
cation method. AIP Advances, 7(9), p.095124, DOI:10.1063/1.4996740.

[29] Karaagac, B. and Esen, A., 2018. The Hunter-Saxton Equation: A Numer-

ical Approach Using Collocation Method. Numerical Methods for Partial
Differential Equations, 34(5), pp.1637-1644, DOI:10.1002/num.22199.

[30] Arbabi, S., Nazari, A. and Darvishi, M.T., 2016. A semi-analytical
solution of Hunter Saxton equation. Optik, 127(13), pp.5255-5258,
DOI:10.1016/j.ijleo.2016.02.065.

[31] Bressan, A., Holden, H. and Raynaud, X., 2010. Lipschitz metric for
the Hunter Saxton equation. Journal de mathmatiques pures et appliques,
94(1), pp.68-92, DOI:10.1016/j.matpur.2010.02.005.

[32] Chen, C., Pan, K. and Yang, X., 2020. Numerical approximations of a
hydro-dynamically coupled phase-field model for binary mixture of pas-
sive/active nematic liquid crystals and viscous fluids. Applied Numerical
Mathematics, 158, pp.1-21, DOI:10.1016/j.apnum.2020.07.014.

[33] Morozov, O. I. (2021). Integrability structures of the generalized Hunter-
Saxton equation. Analysis and Mathematical Physics, 11(2), 1-21, DOI:
10.1007/s13324-021-00490-8.

[34] Srinivasa, K., Rezazadeh, H., & Adel, W. (2020). Numerical investigation
based on Laguerre wavelet for solving the hunter saxton equation. Inter-
national Journal of Applied and Computational Mathematics, 6(5), 1-14,
DOI:

[35] Grunert, K., Nordli, A., & Solem, S. (2021). Numerical conservative solu-
tions of the HunterSaxton equation. BIT Numerical Mathematics, 61(2),
441-471, DOI: 10.1007/s10543-020-00835-y.

[36] Izadi, M. (2021). Numerical approximation of Hunter-Saxton equation
by an efficient accurate approach on long time domains. UNIVERSITY
POLITEHNICA OF BUCHAREST SCIENTIFIC BULLETIN-SERIES
A-APPLIED MATHEMATICS AND PHYSICS, 83(1), 291-300.

[37] Miyatake, Y., Cohen, D., Furihata, D. and Matsuo, T., 2017. Geo-
metric numerical integrators for Hunter Saxton-like equations. Japan
Journal of Industrial and Applied Mathematics, 34(2), pp.441-472,
DOI:10.1007/s13160-017-0252-1 .

[38] Arqub, O.A., 2018. Numerical solutions of systems of first-order, two-
point BVPs based on the reproducing kernel algorithm. Calcolo, 55(3),
p.31, DOI:10.1007/s10092-018-0274-3.

[39] Mack, M., Minarechov, Z., Cunderlk, R. and Mikula, K., 2020. The finite
element method as a tool to solve the oblique derivative boundary value
problem in geodesy. Tatra Mountains Mathematical Publications, 75(1),
pp.63-80, DOI: https://doi.org/10.2478/tmmp-2020-0005.

[40] Abu Arqub, O., 2019. Numerical algorithm for the solutions of fractional
order systems of Dirichlet function types with comparative analysis. Fun-
damenta Informaticae, 166(2), pp.111-137, DOI: 10.3233/FI-2019-1796.

[41] Patio-Jurado, B., Botero-Cadavid, J.F. and Garcia-Sucerquia, J., 2019.
Analytical study of the numerical aperture of cone-shaped opti-
cal fibers: A tool for tailored designs. Heliyon, 5(5), p.e01612,
DOI:10.1016/j.heliyon.2019.e01612.

[42] Kumar, P.M. and Kumar, C.A., 2019. Numerical evaluation of cooling
performances of semiconductor using CuO/water nanofluids. Heliyon,
5(8), p.e02227, DOI:10.1016/j.heliyon.2019.e02227 .

[43] Uddin, M.J. and Rasel, S.K., 2019. Numerical analysis of nat-
ural convective heat transport of copper oxide-water nanofluid
flow inside a quadrilateral vessel. Heliyon, 5(5), p.e01757,
DOI:10.1016/j.heliyon.2019.e01757.

[44] Al-Khaled, K., Haynes, N., Schiesser, W. and Usman, M., 2018.
Eventual periodicity of the forced oscillations for a Kortewegde Vries
type equation on a bounded domain using a sinc collocation method.
Journal of Computational and Applied Mathematics, 330, pp.417-428,
DOI:10.1016/j.cam.2017.08.023.

[45] Wu, X., Kong, W. and Li, C., 2006. Sinc collocation method with
boundary treatment for two-point boundary value problems. Jour-
nal of computational and applied mathematics, 196(1), pp.229-240,
DOI:10.1016/j.cam.2005.09.003.

[46] Saadatmandi, A., & Razzaghi, M. (2007). The numerical solution of
third-order boundary value problems using Sinc-collocation method.
Communications in numerical methods in engineering, 23(7), 681-689,
DOI: 10.1002/cnm.918.

[47] Parand, K., Dehghan, M., & Pirkhedri, A. (2009). Sinc-collocation
method for solving the Blasius equation. Physics Letters A, 373(44),
4060-4065, DOI: 10.1016/j.physleta.2009.09.005.

[48] Parker, A., 2021. Leonhard Euler and Johann Bernoulli Solving Homoge-
nous Higher Order Linear Differential Equations With Constant Coeffi-
cients.

[49] Ahmad, I., Ahmad, F., Raja, M.A.Z., Ilyas, H., Anwar, N. and Azad, Z.,

10



2018. Intelligent computing to solve fifth-order boundary value problem
arising in induction motor models. Neural Computing and Applications,
29(7), pp.449-466, DOI:org/10.1007/s00521-016-2547-6

[50] Ilyas, H., Ahmad, I., Raja, M.A.Z. and Shoaib, M., 2021. A
novel design of Gaussian WaveNets for rotational hybrid nanoflu-
idic flow over a stretching sheet involving thermal radiation. Inter-
national Communications in Heat and Mass Transfer, 123, p.105196,
DOI:org/10.1016/j.icheatmasstransfer.2021.105196

[51] Ilyas, H., Ahmad, I., Raja, M.A.Z., Tahir, M.B. and Shoaib, M., 2021.
Intelligent networks for crosswise stream nanofluidic model with CuH2O
over porous stretching medium. International Journal of Hydrogen En-
ergy, DOI:org/10.1016/j.ijhydene.2021.02.108

[52] Ilyas, H., Ahmad, I., Raja, M.A.Z., Tahir, M.B. and Shoaib, M., 2021. In-
telligent computing for the dynamics of fluidic system of electrically con-
ducting Ag/Cu nanoparticles with mixed convection for hydrogen pos-
sessions. International Journal of Hydrogen Energy, 46(7), pp.4947-4980,
DOI: org/10.1016/j.ijhydene.2020.11.097

[53] Arbabi, S., Nazari, A., & Darvishi, M. T. (2016). A semi-analytical solu-
tion of HunterSaxton equation. Optik, 127(13), 5255-5258.

[54] Karaagac, B., & Esen, A. (2018). The Hunter-Saxton Equation: A Numer-
ical Approach Using Collocation Method. Numerical Methods for Partial
Differential Equations, 34(5), 1637-1644.

[55] Parand, K., & Delkhosh, M. (2017). An efficient numerical solution
of nonlinear HunterSaxton equation. Communications in Theoretical
Physics, 67(5), 483.

11


