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Abstract

We address the numerical approximation by finite element methods of an optimal
design problem for a two phase material in one space dimension. This problem, in the
continuous setting, due to high frequency oscillations, often has not a classical solution
and a relaxed formulation is needed to ensure existence. By the contrary, the discrete
versions obtained by numerical approximation have a solution. In this article we prove
the convergence of the discretizations and obtain convergence rates. We also show a faster
convergence when the relaxed version of the continuous problem is taken into account when
building the discretization strategy. In particular it is worth emphasazing that, even when
the original problem has a classical solution so that relaxation is not necessary, numerical
algorithms converge faster when implemented on the relaxed version.

Key words. Control in the coefficients, composite optimal design, relaxation, numer-
ical approximation, finite elements.
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1 Introduction

This paper is devoted to the finite element numerical analysis of a problem of optimal
mixture of two (thermal or electrical) materials in order to minimize a given functional
in one space dimension.

Let Ω be a bounded open set of RN , N ≥ 1 (although our analysis is limited to the
case N = 1, the problem makes sense in any space dimension) and consider the following
optimization problem,  Find ω0 ∈ U such that

J(ω0) = min
ω∈U

J(ω).
(1.1)

Here ω, the control, is a measurable subset of Ω, J(ω), the cost functional, is of the form,

J(ω) =
∫
ω
F1(x, u,∇u) dx+

∫
Ω\ω

F2(x, u,∇u) dx, (1.2)
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where F1, F2 : Ω× R× RN → R are given functions, and u, the state, is the solution of, −div
(

(αχω + β(1− χω))∇u
)

= f in Ω,
u = 0 on ∂Ω,

(1.3)

for some given source term f : Ω → R. The positive constants α, β represent the two
materials, determining the coefficients of the corresponding diffusion matrices. Some
restrictions can and have to be imposed to the control ω depending on the problem. For
example, an interesting case is when the material α is more efficient than the material
β but it is also more expensive. Then, it is usual to consider a restriction of the form
|ω| ≤ κ, limiting the use of the material α. We include this restriction in the admissible
set of controls U,

U = {ω ⊂ Ω : ω measurable , |ω| ≤ κ} . (1.4)

The existence of an optimal set ω fulfilling these constraints, for which the function
u solution of (1.3) minimizes J does not hold in general ([13], [14]). In these cases, it is
natural to look for minimizing sequences, i.e. sequences {ωl}∞l=1 ⊂ U such that

lim
l→∞

J(ωl) = inf
ω∈U

J(ω),

since they provide near optimal designs. A usual procedure to find such sequences is to
introduce a relaxed version of the problem for which a minimizer exists. Then, a suitable
approximation of the minimizers provides minimizing sequences of the original problem.

For a sequentially continuous functional J, in the weak topology of the Sobolev space
H1(Ω) ([1], [11], [18]), this relaxation can be obtained by replacing in equation (1.3)
the function χω by a measurable function θ taking its values in the closed interval [0, 1]
and the function (αχω + β(1− χω)) by a matrix function A in the set K(θ) of matrices
constructed by homogenization (see e.g. [15], [17], [19]) mixing the materials α and β
with respective proportions θ and 1− θ. Remark that the set K(θ) is known in the case
described above, corresponding to the mixture of two isotropic materials ([12], [20]), but
not in other interesting cases such as the mixture of more than two materials, anisotropic
materials... Henceforth we denote by Û the set of relaxed controls (θ,A).

Note that functionals of the form (1.2) are not sequentially continuous in the weak
topology of H1(Ω), in general. In those cases, to obtain the relaxed version ([4]) we must
replace the set of controls χω and coefficients (αχω + β(1− χω)) by the pairs (θ,A) ∈ Û

as above, and the functional J by another one of the form

Ĵ(θ,A) =
∫

Ω
H(x, u,∇u,A∇u, θ) dx. (1.5)

where u is solution of the homogenized problem, −div
(
A∇u

)
= f in Ω,

u = 0 on ∂Ω.
(1.6)

An explicit expression of the function H is only known in some particular cases ([2],
[4], [5], [6], [9], [10], [16], [21]). It satisfies H(x, u,∇u,A∇u, θ) = F1(x, u,∇u)χω +
F2(x, u,∇u)χΩ\ω if θ = χω and A = (αχω + β(1− χω)) I and, so, the relaxed functional
is in fact an extension of the original one to the larger set of relaxed controls. The relaxed
control problem reads 

Find (θ0, A0) ∈ Û such that

Ĵ(θ0, A0) = min
(θ,A)∈Û

Ĵ(θ,A). (1.7)

2



In practical applications, in order to solve numerically the above control problem (1.1),
it is necessary to introduce a discretization of both the control set and the functional. In
the present context we have at least two approaches to this numerical approximation
issue. The one based on the discretization of the original problem and the one relying
on the discretization of the relaxed version. Recently, in [6] and [7] both discretization
procedures have been shown to converge (in these articles some partially relaxed versions
have also been studied in which the class of controls under consideration is enlarged but
not to the extent of exhausting the class of the relaxed version of the problem; we refer
to [10] for a related result).

In this paper we compare and get convergence rates for the sequences of discrete
minimizers obtained with both approximation methods. These issues are addressed in the
simplest one-dimensional setting, where the partial differential equation (1.3) is reduced
to an ordinary differential equation, the set K(θ) is well known to be reduced to the
harmonic mean of α and β with respective proportions θ and 1 − θ and the function H
is explicitly known. Note that in this case we can write Ĵ(θ,A) = Ĵ(θ) in (1.5), since A is
completely determined by θ, and Û is just the set of measurable functions θ : Ω→ [0, 1],
with integral less or equal than κ.

To make precise our results we first consider the discretization of the set of controls
but not of the the state equation (1.3). In the context of finite element approximation
methods, we can consider a decomposition of Ω in elements with maximum size r and
subsets ω constituted by unions of a subset of such elements. If we denote by Ur the set
of such subsets, the discrete problem reads Find ωr0 ∈ Ur, such that

J(ωr0) = min
ω∈Ur

J(ω).
(1.8)

The discrete space of controls obtained in this way Ur is compact in the strong topology
of L1(Ω) and the corresponding state functions are compact in H1(Ω). Therefore, the
discretized problem has a solution without the need for a relaxed version.

In this way we obtain a sequence of discrete minimizers {ωr0}r that are likely to con-
stitute a minimizing sequence of J in U, as r → 0. We show that this is the case and we
give convergence rates for

J(ωr0)− inf
ω∈U

J(ω), as r → 0. (1.9)

On the other hand, instead of discretizing the original control problem we can discretize
the relaxed version. After introducing a decomposition of Ω in elements, with maximal
size r, we can consider the set Ûr of functions θ ∈ Û which are constant on each element.
The discrete relaxed problem reads,

Find θ̂r0 ∈ Ûr such that

Ĵ(θ̂r0) = min
θ∈Ûr

Ĵ(θ),
(1.10)

As above, we show that

Ĵ(θ̂r0)− inf
ω∈Û

J(u)→ 0, as r → 0 (1.11)

and we give convergence rates.
Once a discrete relaxed minimizer is known θ̂r0 we can construct a sequence {ωk,r}∞k=1 ⊂

U such that
lim
k→∞

J(ωk,r) = Ĵ(θ̂r0).

3



This provides a minimizing sequence of the original problem. As we show, the sequence
{ωk,r}∞k=1 can be constructed explicitly from θ̂r0, without almost no computational cost.

Our results show that it is better to discretize the relaxed problem, in the sense that
we get a faster convergence rate, as r → 0, for (1.11) than the one obtained for (1.9). This
is true even in the case where the original problem has a solution and so, the relaxation
is unnecessary from a theoretical point of view. Despite of this, the relaxed version of the
original minimization problem can always be formulated and our results show that it is
indeed better to approximate numerically the optimal design problem in these cases too.

From a computational point of view, besides of discretizing the set of controls we must
also discretize the state equation ((1.3) or (1.6)). This requires a second decomposition of
Ω constituted by elements of maximum size h. A natural assumption is to consider this
new decomposition as a refinement of the one used for the control set, or vice versa.

In the context of the original unrelaxed control problem, denoting by uh the P1-finite
element approximation of the solution of (1.3) and defining Jh by

Jh(ω) =
∫
ω
F1(x, uh,∇uh) dx+

∫
Ω\ω

F2(x, uh,∇uh) dx,

the full discrete control problem reads, Find ωr,h0 ∈ Ur such that

Jh(ωr,h0 ) = min
ω∈Ur

Jh(ω).
(1.12)

Analogously, we can define a full discretization of the relaxed problem by considering

Ĵh(θ) =
∫

Ω
H(x, uh,∇uh, A∇uh, θ) dx. (1.13)

where uh is the P1-finite element approximation of (1.6). The fully discrete relaxed prob-
lem in this case is 

Find θ̂r,h0 ∈ Ûr such that

Ĵh(θ̂r,h0 ) = min
θ∈Ûr

Ĵh(θ).
(1.14)

We focus on the convergence rates for the sequences {ωr,h0 }r,h and {θ̂r,h0 }r,h obtained
with the two approaches above respectively. More precisely we compare the sequences

J(ωr,h0 )− inf
ω∈U

J(ω), and Ĵ(θ̂r,h0 )− inf
ω∈U

J(ω),

as r, h→ 0.
The following results are proved:

• Discretizing the relaxed formulation we show that, solving the state equation by the
P1-finite element method in a mesh of size h and taking the control θ to be piecewise
constant on elements of a coarser mesh of size

√
h, the error is of order h.

This constitutes a bigrid or multi-scale strategy, implemented on the relaxed version,
in the sense that the discretization of the PDE and that of the control are performed
on two different grids. The PDE is discretized in the fine grid of size h while the
control is discretized in the coarse one of size

√
h.

• Discretizing the original unrelaxed problem, solving the state equation by a P1-finite
element method in a mesh of size h and taking the control χω piecewise constant in
the elements of such mesh, we show that the error is of order h1−ε, with ε arbitrarily
small if the functions Fi in (1.2) do not depend on the variable u and ε = 1/2
otherwise.
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A bigrid strategy but discretizing the PDE in the coarser grid (instead of the finer
one) can produce lack of convergence both for the unrelaxed and relaxed problems. In
particular, the minimizers for the discrete problem will possibly give a non-minimizing
sequence of the continuous control problem, as r, h→ 0.

We also give an explicit example in which the functional is independent of u, showing
our estimates are nearly sharp. To be more precise, our example shows the optimality
of the estimates in the case in which the relaxed version of the problem is discretized,
while an order h of convergence is obtained when the original problem is discretized, thus
showing that our estimates are nearly optimal.

Therefore the approach based on the discretization of the relaxed formulation provides
a better approximation and a faster convergence rate with a lower computational cost.
The computational cost and the complexity of this approach is lower since the controls are
discretized in a mesh or order

√
h instead of h. Furthermore, the minimizers for the cor-

responding discrete optimization problems are easier to find numerically. Indeed, thanks
to the convexity of the relaxed control set, gradient like algorithms can be implemented.
This is in contrast with the unrelaxed problem where the control set is not convex and we
cannot compute variations. Instead, much less efficient methods as Montecarlo or genetic
algorithms should be used.

By the contrary, the advantages of discretizing directly the original problem are that,
on one hand, one does not need to know the relaxed formulation and, second, it provides
a physical control (i.e. a characteristic function) instead of a relaxed one. However,
this later drawback can be overcame when dealing with the discretization of the relaxed
problem since can approximate the relaxed optimal control by physical ones, with almost
not computational cost.

This paper provides a complete analysis of the rate of convergence of the finite element
approximation of the optimal design problem under consideration. Whether this classical
engineering practice leads to convergent algorithms is unknown in many other optimal
design problems, except in some other particular examples as it occurs when dealing with
the optimal shape design of the domain for Dirichlet Laplacian in two space dimensions
(see [8]). Note however that, in the later, there is no result about the convergence rate.

Although the present article is devoted to the study of the 1-d optimal design problem,
some remarks about the N -dimensional case are given in the last section of the paper.

Some definitions and notations:
• For a number r ∈ R we denote by [r] the integer part of r.
• For a (Lebesgue) measurable subset E of (0, 1), with positive measure, and a function

w in L1(0, 1), we denote the mean value of w in E by

−
∫
E
w dx =

1
|E|

∫
E
w dx.

• The set of functions of bounded variation in (0, 1) is denoted by BV (0, 1). If ψ is in
BV (0, 1) and I is a subinterval of [0, 1], then VI(ψ) represents the total variation of ψ in
I.
• Along the paper, α and β are two positive constants.
• For p ∈ [0, 1], we denote by M(p) ∈ R the harmonic mean of α and β with proportions

p and 1− p respectively, given by

M(p) =
(
p

α
+

1− p
β

)−1

=
αβ

(1− p)α+ pβ
.

Note that M(1) = α, M(0) = β, and

α ≤M(p) ≤ β, ∀p ∈ [0, 1]. (1.15)
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For every θ ∈ L∞(0, 1; [0, 1]) we define Mθ ∈ L∞(Ω) by

Mθ(x) = M(θ(x)), for a.e. x ∈ (0, 1).

• For a matrix A ∈ RN×N , we denote by Eig(A) the set of its eigenvalues.
• Let Φ be a function defined in the interval (0, δ), for some δ > 0. The equality

Φ = o(h) (Landau symbol) means

lim
h→0

Φ(h)
h

= 0.

• We denote by C a generic positive constant which can change from line to line.

2 Discretization and error estimates

2.1 The main results

In this section we state the main results of the paper. They are referred to the numerical
analysis of a control problem for the 1− d elliptic state equation in Ω = (0, 1) below, the
control being the space-dependent coefficient: −

d

dx

(
(αχω + β(1− χω))

du

dx

)
= f in (0, 1)

u(0) = u(1) = 0,
(2.1)

where α and β are two fixed positive constants and f a given function in (at least) L1(0, 1).
Defining, for a fixed constant κ > 0, the set of admissible controls as (1.4), our aim is

to choose ω ∈ U such that the unique solution uω ∈ H1
0 (0, 1) of problem (2.1) minimizes

the functional J : U −→ R defined as the 1-d version of (1.2), i.e.

J(ω) =
∫
ω
F1

(
x, uω,

duω
dx

)
dx+

∫
(0,1)\ω

F2

(
x, uω,

duω
dx

)
dx, ∀ω ∈ U. (2.2)

Here F1, F2 : (0, 1)× R× R→ R satisfy

Fi ∈W 1,∞((0, 1)× (−R,R)× (−R,R)), ∀i ∈ {1, 2}, ∀R > 0. (2.3)

As we said in the introduction α and β represent two materials which we want to mix
in order to minimize J. The constant κ is the maximum quantity of material α that can
be used in the mixture. Remark that taking κ ≥ 1 would be equivalent to not imposing
any restriction in the set of admissible sets ω.

Remark 2.1 In (2.1), we consider homogeneous Dirichlet conditions to fix ideas, but our
results also hold for non-homogeneous Dirichlet conditions or other boundary conditions
such as Fourier or Neumann ones.

We can also consider the functions Fi satisfying weaker assumptions than (2.3) but
then the error estimates we find for the numerical approximations defined below are worse.

It is well known that the original minimization problem (1.1) has not a solution in general
([13], [14]). Therefore, it is necessary to introduce a relaxation. However, as we have
mentioned in the introduction, for numerical purposes it is often convenient to work in
the relaxed version of the problem even when the original formulation has a minimizer.
The relaxed version thus plays a key role in the numerical analysis we develop in this
article.

The following result provides a characterization of the relaxation:
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Theorem 2.2 A relaxation of problem (1.1) is given by
Find θ0 ∈ Û such that

Ĵ(θ0) = min
θ∈Û

Ĵ(θ),
(2.4)

where

Û =
{
θ ∈ L∞(0, 1; [0, 1]) :

∫ 1

0
θdx ≤ κ

}
, (2.5)

and Ĵ : Û −→ R is defined by

Ĵ(θ) =
∫ 1

0

(
θF1

(
x, uθ,

Mθ

α

duθ
dx

)
+ (1− θ)F2

(
x, uθ,

Mθ

β

duθ
dx

))
dx, (2.6)

for every θ ∈ Û, with u = uθ the solution of −
d

dx

(
Mθ

du

dx

)
= f in (0, 1)

u(0) = u(1) = 0.
(2.7)

Remark 2.3 Theorem 2.2 also holds true for every f ∈ H−1(0, 1) and more general
nonlinearities F1, F2. Indeed, it is enough to assume that F1, F2 are two Caratheodory
functions (measurable with respect to x and continuous with respect to (s, ξ)) such that
for every R > 0, the functions ϕ1,R, ϕ2,R defined as

ϕi,R(x) = sup
|s|+|ξ|≤R

|Fi(x, s, ξ)|, for a.e. x ∈ (0, 1), ∀i ∈ {1, 2},

belong to L1(0, 1).

Remark 2.4 For every ω ⊂ (0, 1) measurable, we have

J(ω) = Ĵ(χω).

Therefore, Ĵ is in fact an extension of the functional χω 7→ J(ω) defined on L∞(0, 1; {0, 1})
to the relaxed control set L∞(0, 1; [0, 1]).

Remark 2.5 Theorem 2.2 is a generalization of Proposition 4.1 and Theorem 4.3 in [4],
where the multi-dimensional case is also considered.

In the present paper, we are interested mainly in the numerical analysis of problem (1.1).
For this purpose, thanks to Theorem 2.2, two choices are possible: to discretize directly
problem (1.1) or two discretize the relaxed problem (2.4). Our goal is to compare these
two possibilities.

To this aim, given r > 0, we take a partition Pr = {yk}mrk=0 of [0, 1], with mr ∈ N, such
that

r = max
1≤k≤mr

(yk − yk−1) . (2.8)

Then, we define Ûr and Ur as the subsets of Û given by

Ûr = {θ ∈ Û : θ =
mr∑
k=1

tkχ(yk−1,yk) a.e. in (0, 1), with tk ∈ [0, 1], 1 ≤ k ≤ mr} (2.9)

Ur = {ω ⊂ (0, 1) : χω ∈ Ûr}. (2.10)
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Associated to these subsets we can consider the two discretizations of the control problem
given by (1.10) and (1.8).

Note that problem (1.8) is a discretization of the original minimization problem (1.1),
while (1.10) is a discretization of the relaxed problem (2.4).

The following theorems provide estimates on the difference between these problems
and (2.4). Some versions of Theorem 2.6 can also be obtained in the N -dimensional case,
see Section 8.

Theorem 2.6 Assuming f ∈ L1(0, 1), problem (1.10) has a solution for every r > 0, and
we have

0 ≤ min
θ∈Ûr

Ĵ(θ)−min
θ∈Û

Ĵ(θ) = o(r). (2.11)

Moreover, if f ∈ L∞(0, 1) and problem (2.4) has a solution θ0 in BV (0, 1), then

0 ≤ min
θ∈Ûr

Ĵ(θ)−min
θ∈Û

Ĵ(θ) ≤ Cr2. (2.12)

Theorem 2.7 Assuming f ∈ L1(0, 1), problem (1.8) has a solution for every r > 0, and
we have

0 ≤ min
ω∈Ur

J(ω)− inf
ω∈U

J(ω) ≤ Cr
1
2 . (2.13)

Moreover, if for some integer l ≥ 1, we have that f belongs to W l,1(0, 1) and F1(x, s, ξ),
F2(x, s, ξ) are independent of s and belong to C l,1loc([0, 1]× R), then we have

0 ≤ min
ω∈Ur

J(ω)− inf
ω∈U

J(ω) ≤ Cr
l+1
l+2 . (2.14)

2.2 Optimality

We now give an example showing that the previous results are nearly optimal:

Proposition 2.8 We consider problem (1.1) with α < β, f = 1, κ = 2/3 and J given by

J(ω) = −α
∫
ω

∣∣∣∣duωdx
∣∣∣∣2 dx− β ∫

(0,1)\ω

∣∣∣∣duωdx
∣∣∣∣2 dx. (2.15)

For every n ∈ N, we define Pn as the partition of [0, 1] given by

Pn =
{
k10−n : 0 ≤ k ≤ 10n

}
.

We define

Ûn =
{
θ ∈ Û : θ =

10n∑
k=1

rkχ((k−1)10−n,k10−n), with rk ∈ [0, 1], ∀k ∈ {1, . . . , 10n}
}

(2.16)

Un =

{
ω ∈ U : ∃I ⊂ Pn \ {1} with ω =

⋃
k∈I

(
k10−n, (k + 1)10−n

)}
. (2.17)

Then, we have

lim
n→∞

min
θ∈Ûn

Ĵ(θ)− inf
ω∈U

J(ω)

10−2n
=

2(β − α)
27αβ

(2.18)

lim
n→∞

min
ω∈Un

J(ω)− inf
ω∈U

J(ω)

10−n
=
β − α
54αβ

. (2.19)
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Remark 2.9 This result shows that:

• Estimate (2.12) corresponding to the case in which the relaxed version of the problem
is approximated is optimal.

• The estimate (2.14) for the case where the original problem is discretized is nearly
optimal as well, in the sense that the upper bound can not be of the order of o(r) as
in (2.11).
However the question remains whether we can replace the second member of (2.14)
by Cr.

The example considered in Proposition 2.8 is very particular. In this case problem
(2.4) has the unique solution

θ̂0 = χ(0,1/3)∪(2/3,1) (2.20)

(see the proof of Proposition 2.8 in Section 6). Since θ̂0 is a characteristic function, we
are in a case where problem (1.1) has a solution as well. Even in this case, as predicted
by the theory, the error for the discretized relaxed problem (1.10) is a lot smaller than for
the discretized unrelaxed one (1.8).

2.3 Direct versus relaxed discretization

By Theorems 2.6, 2.7 and Proposition 2.8 it is clear that in order to obtain an approxima-
tion of a solution of (2.4) it is better to use (1.10) than (1.8). Moreover, (1.10) is simpler
to solve because the set of controls is a convex set while in (1.8) we are minimizing in a
set of functions which only take the values 0 or 1. The unique advantage of (1.8) with
respect to (1.10) is that it provides a physical solution and not a relaxed control.

The following proposition shows that this is not a great advantage because it is very
simple to obtain a good unrelaxed control from a relaxed one. See Section 4 for its proof.

Proposition 2.10 We assume f ∈ L∞(0, 1). Let Pr = {yk}mrk=0, with mr ∈ N, be a
partition of [0, 1] with r as in (2.8). Assume that,

θ =
mr∑
k=1

tkχ(yk−1,yk) ∈ Ûr,

with tk ∈ [0, 1] for every k ∈ {1, . . . ,mr}. Taking

jk =
[
yk − yk−1

r2

]
+ 1, sk =

yk − yk−1

jk
, ∀ k ∈ {1, . . . ,mr},

we define ω ⊂ (0, 1) as

ω =
mr⋃
k=1

jk⋃
i=1

(yk−1 + (i− 1)sk, yk−1 + (i− 1 + tk)sk). (2.21)

Then, we have ∣∣∣Ĵ(θ)− J(ω)
∣∣∣ =

∣∣∣Ĵ(θ)− Ĵ(χω)
∣∣∣ ≤ Cr2, (2.22)

whatever the functional Ĵ is within the class of those considered in the general results of
Section 2.1.
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2.4 Finite element approximation

So far we have focused on the discretization of the admissible set of controls. However, a
full discretization of the minimization problem (1.1) requires also the numerical approx-
imation of (2.1) and the cost functional (2.2). The aim of this section is to analyze this
fully discrete problem in order to see if the finite-element approximation of the relaxed
formulation provides better approximations than the finite-element approximation of the
direct optimization problem.

We first consider the finite element approximation of the non-relaxed problem. For
h > 0, we introduce a second partition Ph = {xi}nhi=0 of [0, 1], with

h = max
1≤i≤nh

(xi − xi−1) (2.23)

and we denote by W h the space of finite elements

W h = {v ∈ C0
0 ([0, 1]) : v is affine on (xi−1, xi), 1 ≤ i ≤ nh}. (2.24)

Then, for every ω ∈ U we introduce the finite-element approximation uhω of u as the
solution of the following finite-dimensional variational problem:

uhω ∈W h∫ 1

0
(αχω + β(1− χω))

duhω
dx

dv

dx
dx =

∫ 1

0
fvdx, ∀v ∈W h.

(2.25)

We also set

Jh(ω) =
∫
ω
F1

(
x, uhω,

duhω
dx

)
dx+

∫
(0,1)\ω

F2

(
x, uhω,

duhω
dx

)
dx, ∀ω ∈ U. (2.26)

Once we have introduced a natural finite-element approximation to evaluate the cost
functional we can state the fully discrete optimization problem defined by (1.12).

We now introduce the finite-element approximation of the relaxed formulation. For
every θ ∈ Ûh, defined by (2.9) we introduce the finite-element approximation ũθ as the
solution of the following finite-dimensional variational problem:

ũθ ∈W h∫ 1

0
Mθ

dũθ
dx

dv

dx
dx =

∫ 1

0
fvdx, ∀v ∈W h.

(2.27)

We also set

Ĵh(θ) =
∫ 1

0

(
θF1

(
x, ũθ,

Mθ

α

dũθ
dx

)
+ (1− θ)F2

(
x, ũθ

Mθ

β

dũθ
dx

))
dx (2.28)

for the relaxed functional evaluated on the finite-element approximation. Note that, in
the particular case θ = χω, we have

Jh(ω) = Ĵh(χω). (2.29)

Remark that Ĵh is a discretized version of the relaxed functional Ĵ and Jh is a discretized
version of the unrelaxed functional J.

The following result is the key ingredient in our convergence results:

Lemma 2.11 Assume that r ≥ h and Ph is a refinement of Pr. For every f ∈ L1(0, 1),
there exists a constant C > 0 such that∣∣∣Ĵ(θ)− Ĵh(θ)

∣∣∣ ≤ Ch, ∀ θ ∈ Ûr, (2.30)

for all functionals and finite element approximations as above.
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The condition r ≥ h in Lemma 2.11 is necessary, in general, as we show below.
By Theorem 2.6, Theorem 2.7, Proposition 2.10 and Lemma 2.11 we have the following

two corollaries providing a numerical approximation of the control problem. Corollary 2.12
concerns with the discretization of the relaxed problem (2.4) while Corollary 2.13 concerns
with the discretization of the original problem (1.1).

Corollary 2.12 Assume f ∈ L∞(0, 1) and suppose that there exists an optimal control θ
of the relaxed problem (2.4) which is of bounded variation in (0, 1).

For h > 0, we denote r =
√
h and we consider two partitions Pr = {yi}mri=1, Ph =

{xi}nhi=1 of [0, 1], with Ph a refinement of Pr fulfilling (2.23) and (2.8).
Defining Ûr by (2.9), we consider the full discrete problem (1.14) with Ĵh defined by

(2.28), which has a solution.
Then, every solution θ0 of (1.14) satisfies

0 ≤ J(ω0)− inf
ω∈U

J(ω) ≤ Ch, (2.31)

where the unrelaxed control ω0 ∈ U is defined from θ0 by the mechanism (2.21).

Corollary 2.13 For f ∈ L∞(0, 1) and h > 0 we consider a partition Ph = {xi}nhi=1 of
[0, 1], satisfying (2.23). We consider the control problem

min
ω∈Uh

Jh(ω), (2.32)

with Uh defined by (2.10) (with h ≤ r and Ph a refinement of Pr) and Jh defined by (2.29),
which has a solution.

Then, every solution ω0 of (2.32) satisfies

0 ≤ J(ω0)− inf
ω∈U

J(ω) ≤ Cr
1
2 . (2.33)

Moreover, if for some nonnegative integer, we have that f belongs to W l,1(0, 1) and
F1(x, s, ξ), F2(x, s, ξ) are independent of s and belong to C l,1loc([0, 1]× R), then we have

0 ≤ J(ω0)− inf
ω∈U

J(ω) ≤ Cr
l+1
l+2 . (2.34)

Remark 2.14 Solving the corresponding finite-element control problems, Corollaries 2.12
and 2.13 provide a physical control ω0 ∈ U such that J(ω0) is close to the infimum of J.

From a computational point of view, the discretization considered in Corollary 2.12
is better than the one considered in Corollary 2.13 not only because the error is slightly
better but also because in Corollary 2.12 the set of controls is convex and so the discretized
problem (1.14) is simpler to solve. Moreover, the elements of the partition where the
controls are constant are a lot larger in Corollary 2.12 than in Corollary 2.13. This
reduces considerably the computational cost.

In Corollary 2.12 we have supposed f in L∞(0, 1) and the existence of an optimal
control of bounded variation. If this is not satisfed, then taking in Corollary 2.12 r = h
we still have an estimate of order h in (2.31) thanks to (2.11).

2.5 The case r < h

In the convergence results of the previous section we assumed r ≥ h. Here we give two
examples which show that if r < h some undesirable situations may appear. To fix ideas
we focus on the particular case r = h/2. The key point is the following lemma which
establishes that the result in Lemma 2.11 may fail in this situation.

11



Lemma 2.15 Let h = 1/k with k ∈ N, let Ph = {xj}kj=0, Ph/2 = {yl}2kl=0 be the uniform
partitions of [0, 1] constituted by xj = jh, j = 0, 1, . . . , k and yl = lh/2, l = 0, 1, . . . , 2k
and let

ωh/2 =
k−1⋃
j=0

(
j

k
,
j

k
+

1
2k

)
∈ Uh/2. (2.35)

Then,
lim
h→0

J(ωh/2) = Ĵ(θ0), lim
h→0

Jh(ωh/2) = Ĵ(θm), (2.36)

where θ0 = 1/2 and θm = α/(α+ β). In particular, if Ĵ(θ0) 6= Ĵ(θm) then (2.30) will not
hold.

We prove this lemma in section 7 below.
Based on this result we show now two examples which exhibit the lack of convergence

of the fully discrete optimization problems.

Example 1. This example shows how minimizing sequences of the continuous optimiza-
tion problem can be far from being discrete optima when h << 1. In particular, this
means that any numerical algorithm able to solve the discrete optimization problem for
h small will not provide such minimizing sequences of the continuous problem.

We consider the minimization problem (1.1), with f = 1, κ = 1/2, and the functional

J(ω) =
∫ 1

0
|u(x)− u∗(x)|2dx, (2.37)

where u∗(x) = (x − x2)/2a∗ and a∗ = M(1/2) is the harmonic mean of α and β with
proportion 1/2. According to Theorem 2.2, a relaxation of this problem is given by (2.4).
Note that the relaxed problem has a unique minimizer corresponding to

θmin = 1/2,

since, in this case, the solution uθmin
of (2.7) coincides with u∗ and Ĵ(θmin) = 0. Thus,

this is a case where the original problem (1.1) does not have a minimizer in U.
Let us consider now the discretization of (1.1) given by (1.12), associated to the uniform

partition Ph = {yj}mhj=0 where yj = jh and mh = 1/h ∈ N.
From Corollaries 2.12 and 2.13 we see that

lim
h→0

min
ω∈Uh

Jh(ω) = lim
h→0

min
θ∈Ûh

Ĵh(θ) = inf
ω∈U

J(ω) = 0.

Moreover, minimizing sequences of the continuous problem and minimizers of the discrete
functionals as h → 0 are related, due to Lemma 2.11. More precisely, in the context of
the non-relaxed problem, minimizers of Jh in Uh constitute a minimizing sequence for
the continuous problem as h → 0. On the other hand, any minimizing sequence of the
continuous problem ωhm constituted by elements in Uh as h→ 0, i.e. ωhm ∈ Uh, is close to
a minimizer of Jh in Uh in the sense that

lim
h→0

(Jh(ωhm)− min
ω∈Uh

Jh(ω)) = 0.

Let us consider now the sequence ωh/2 ∈ Uh/2 defined in (2.35). It is easy to see that
it constitutes a minimizing sequence as h → 0. In fact, as stated in Lemma 2.15, the
solution of (2.1) with ω = ωh/2, that we write uh/2(x), satisfies

u∗(x) = lim
h→0

uh/2(x),

12



and therefore J(ωh/2)→ 0 as h→ 0.
A rather natural conjecture is to think that Jh(ωh/2) should be close to infω∈Uh/2 Jh(ω)

as h→ 0. We see that this is not the case.
First of all, note that, as stated in Lemma 2.15,

lim
h→0

Jh(ωh/2) = Ĵ(θm) = Ĵ(
α

α+ β
) > 0.

On the other hand, we remark that limh→0 infω∈Uh/2 Jh(ω) = 0 since

0 ≤ inf
ω∈Uh/2

Jh(ω) ≤ inf
ω∈Uh

Jh(ω),

and the right hand side converges to zero, as h→ 0, as we have seen before. This shows
that the discrete method corresponding to take r = h/2 converges in this case. Let us
show in the next example that this does not always holds.

Example 2. This example shows that the value of the discrete functional at discrete
optima may not converge to the infimum of the continuous functional, as h → 0. For
α > β > 0 and κ = 1/2, we consider problem (1.1), for

J(ω) =
∫ 1

0
|uω(x)− u∗(x)|2dx,

with u∗(x) = (x2 − x)/(α+ β) the solution of −
α+ β

2
d2u∗

dx
= 1 in (0, 1)

u∗(0) = u∗(1) = 0.

Proposition 2.16 For h = 1/k, with k ∈ N, we take Ph = {xj}kj=0 and Ph/2 = {yl}2kl=0

as the uniform partitions of [0, 1] constituted by xj = jh, j = 0, 1, . . . , k and yl = lh/2,
l = 0, 1, . . . , 2k. Then, we have,

0 = lim
h→0

min
θ∈Ûh/2

Ĵh(θ) = lim
h→0

min
ω∈Uh/2

Jh(ω) < inf
ω∈U

J(ω). (2.38)

Proof. For k ∈ N, we take ωh/2 ∈ Uh/2 as in (2.35). Then, we observe that the solution
uh of 

uh ∈W h∫ 1

0
(αχωh/2 + β(1− χωh/2))

duh

dx

dv

dx
=
∫ 1

0
v dx , ∀ v ∈W h,

agrees with the solution u∗,h of
u∗,h ∈W h

α+ β

2

∫ 1

0

du∗,h

dx

dv

dx
=
∫ 1

0
v dx , ∀ v ∈W h.

Then, by the classical estimate for the solutions of elliptic equations via finite elements,
we know

‖u∗,h − u‖H1(0,1) ≤ Ch,

which proves
0 ≤ min

θ∈Ûh/2
Ĵh(θ) ≤ min

ω∈Uh/2
Jh(ω) ≤ Ch2.
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This gives the equalities in (2.38). However, let us prove by contradiction that

0 < inf
ω∈U

J(ω).

If not, by Theorem 2.2 there exists θ ∈ Û, such that u∗ satisfies

− d

dx

(
M(θ)

du∗

dx

)
= 1 in (0, 1),

which implies that there exists a constant c such that(
M(θ)− α+ β

2

)
du∗

dx
= c.

Taking into account that M(θ)du
∗

dx is a continuous function and du∗

dx (1/2) = 0, we obtain
that c = 0 and then that M(θ) = α+β

2 for a.e. θ, i.e.

θ =
α

α+ β
, a.e. in (0, 1).

However, since we are assuming that α > β, this θ satisfies∫ 1

0
θdx =

α

α+ β
>

1
2
,

in contradiction with the volume restriction. �

3 Proof of the relaxation result

This section is devoted to prove Theorem 2.2 which characterizes the relaxation of pro-
blem (1.1). To do it, we use the following lemma.

Lemma 3.1 The functional Ĵ : Û ⊂ L∞(0, 1) → R is sequentially continuous for the
∗-weak topology of L∞(0, 1).

Proof. Given a sequence θn ∈ Û which converges weakly-∗ in L∞(0, 1) to a function
θ ∈ Û, we have to see that Ĵ(θn) converges to Ĵ(θ). For a such sequence θn, we observe
that the corresponding solution uθn of (2.7) is given by

uθn(x) = −
∫ x

0

F (t)− cn
Mθn(t)

dt = −
∫ x

0

(
F (t)− cn

)α(1− θn(t)) + βθn(t)
αβ

dt,

with F a primitive of f in (0, 1) and

cn =
(∫ 1

0

dt

Mθn(t)

)−1(∫ 1

0

F (t)
Mθn(t)

dt

)
.

Therefore, it is immediate to show that

‖uθn‖W 1,∞(0,1) ≤ C, uθn → uθ in C0([0, 1]), Mθn

dun
dx
−Mθ

duθ
dx
→ 0 in C0([0, 1]),

with uθ the unique solution of (2.7). Then, by (2.3) we obtain

lim
n→∞

Ĵ(θn) = lim
n→∞

∫ 1

0

(
θnF1

(
x, uθn ,

Mθn

α

duθn
dx

)
+ (1− θn)F2

(
x, uθn ,

Mθn

β

duθn
dx

))
dx

=
∫ 1

0

(
θF1

(
x, uθ,

Mθ

α

duθ
dx

)
+ (1− θ)F2

(
x, uθ,

Mθ

β

duθ
dx

))
dx = Ĵ(θ).
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Proof of Theorem 2.2. Taking into account that the space of controls Û given by (2.5)
is sequentially compact in the ∗-weak topology of L∞(0, 1), from Lemma 3.1 we deduce
that problem (2.4) has at least a solution. On the other hand, by Remark 2.4 it is clear
that

inf
ω∈U

J(ω) = inf
χω∈Û

Ĵ(χω) ≥ min
θ∈Û

Ĵ(θ).

Therefore, in order to check that problem (2.4) is a relaxation of (1.1), it is enough to
prove that for every θ ∈ Û, there exists a sequence ωn in U such that

χωn
∗
⇀ θ in L∞(0, 1) (3.1)

J(ωn)→ Ĵ(θ). (3.2)

The existence of this sequence ωn is well known (for example it is a consequence of Lemma
5.1 below), while by the continuity property of Ĵ proved in Step 1, (3.2) is a consequence
of (3.1). So, the proof of Theorem 2.2 is complete. �

4 Proof of the convergence estimates for the dis-

cretized relaxed control problem

In this section we prove Theorem 2.6 referred to the convergence of the discretization of
problem (2.4) given by (1.10). Note that we are discretizing the controls but not the state
equation. We also give the proof of Proposition 2.10 which permits to obtain a physical
control from a relaxed one.

Along this section, we consider a partition Pr = {yk}mrk=0, with mr ∈ N, satisfying
(2.8). The space Ûr is defined by (2.9).

In order to show Theorem 2.6 we will use the operator Πr defined by

Definition 4.1 We define the projection operator Πr : L1(0, 1) −→ Ûr by

Πrψ =
mr∑
k=1

−
∫ yk

yk−1

ψ ds χ(yk−1,yk), ∀ψ ∈ L1(0, 1). (4.1)

The following Lemma estimates the difference Πrθ − θ when r tends to zero.

Lemma 4.2 Let θ be in L∞(0, 1; [0, 1]). Then, for every ϕ ∈W 1,1(0, 1), it holds∫ 1

0
(θ −Πrθ)ϕdx = o(r) (4.2)

∫ 1

0

∣∣∣∣∫ x

0
(θ(t)−Πrθ(t))ϕ(t) dt

∣∣∣∣ dx = o(r). (4.3)

Moreover, if θ is in BV (0, 1), and ϕ in W 1,∞(0, 1), we have the following improvement
of the previous estimates ∣∣∣∣∫ 1

0
(θ −Πrθ)ϕdx

∣∣∣∣ ≤ C ∥∥∥∥dϕdx
∥∥∥∥
L∞(0,1)

r2 (4.4)

∫ 1

0

∣∣∣∣∫ x

0
(θ(t)−Πrθ(t))ϕ(t) dt

∣∣∣∣ dx ≤ C ‖ϕ‖W 1,∞(0,1)r
2. (4.5)
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Proof. We take ϕ ∈W 1,1(0, 1), for a given x ∈ [0, 1], we consider yj defined by

yj = sup{yk : yk ≤ x, 0 ≤ k ≤ mr}.

Then, using the inequality∣∣∣∣∣ϕ(t)−−
∫ yk

yk−1

ϕds

∣∣∣∣∣ ≤
∥∥∥∥dϕdt

∥∥∥∥
L1(yk−1,yk)

, ∀ t ∈ [yk−1, yk]

we have∣∣∣∣∫ x

0
(θ −Πrθ)ϕdt

∣∣∣∣
=

j∑
k=1

∫ yk

yk−1

(
θ −−

∫ yk

yk−1

θ ds

)
ϕdt+

∫ x

yj

(
θ −−

∫ yj+1

yj

θ ds

)
ϕdt

=
j∑

k=1

∫ yk

yk−1

(
θ −−

∫ yk

yk−1

θ ds

)(
ϕ−−

∫ yk

yk−1

ϕds

)
dt+

∫ x

yj

(
θ −−

∫ yj+1

yj

θ ds

)
ϕdt

≤
j∑

k=1

∥∥∥∥dϕdx
∥∥∥∥
L1(yk−1,yk)

‖θ −Πrθ‖L1(yk−1,yk) + ‖ϕ‖L∞(0,1)‖θ −Πrθ‖L1(yj ,x).

(4.6)

Integrating this inequality in (0, 1), we get∫ 1

0

∣∣∣∣∫ x

0
(θ(t)−Πrθ(t))ϕ(t) dt

∣∣∣∣ dx
≤

mr∑
k=1

∥∥∥∥dϕdx
∥∥∥∥
L1(yk−1,yk)

‖θ −Πrθ‖L1(yk−1,yk) + ‖ϕ‖L∞(0,1)

mr−1∑
j=0

∫ yj+1

yj

‖θ −Πrθ‖L1(yj ,x)dx

≤
mr∑
k=1

∥∥∥∥dϕdx
∥∥∥∥
L1(yk−1,yk)

‖θ −Πrθ‖L1(yk−1,yk) + ‖ϕ‖L∞(0,1)‖θ −Πrθ‖L1(0,1) r.

(4.7)
If ϕ belongs to W 1,∞(0, 1) and θ belongs to BV (0, 1), using in (4.7)∥∥∥∥dϕdx

∥∥∥∥
L1(yk−1,yk)

≤
∥∥∥∥dϕdx

∥∥∥∥
L∞(0,1)

r, ‖θ −Πrθ‖L1(0,1) ≤ V(0,1)(θ) r, (4.8)

we deduce (4.5).
Inequality (4.4) is a consequence of (4.6) with x = 1 = yj and (4.8).
In order to show (4.2) and (4.3) we now take a sequence ϕn in W 1,∞(0, 1) which

converges to ϕ in W 1,1(0, 1) and a sequence θn in BV (0, 1), with 0 ≤ θn ≤ 1 in (0, 1),
which converges to θ in L1(0, 1). Then, we estimate the right-hand side of (4.7) as follows

mr∑
k=1

∥∥∥∥dϕdx
∥∥∥∥
L1(yk−1,yk)

‖θ −Πrθ‖L1(yk−1,yk) + ‖ϕ‖L∞(0,1)‖θ −Πrθ‖L1(0,1) r

≤ 2
∥∥∥∥d(ϕ− ϕn)

dx

∥∥∥∥
L1(0,1)

r + ‖ϕ‖L∞(0,1)‖θ − θn −Πr(θ − θn)‖L1(0,1) r

+
mr∑
k=1

∥∥∥∥dϕndx
∥∥∥∥
L1(yk−1,yk)

‖θ −Πrθ‖L1(yk−1,yk) + ‖ϕ‖L∞(0,1)‖θn −Πrθn‖L1(0,1) r

≤ 2
∥∥∥∥d(ϕ− ϕn)

dx

∥∥∥∥
L1(0,1)

r + ‖ϕ‖L∞(0,1)‖θ − θn −Πr(θ − θn)‖L1(0,1) r

+

(∥∥∥∥dϕndx
∥∥∥∥
L∞(0,1)

V(0,1)(θ) + ‖ϕ‖L∞(0,1)V(0,1)(θn)

)
r2.
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Dividing this inequality by r and passing to the limit first when r tends to zero and then
when n tends to infinity, we deduce (4.3). The proof of (4.2) can be obtained reasoning
in a similar way with (4.6). �

For θ ∈ L∞(0, 1; [0, 1]), the following lemma estimates the difference between the solution
of (2.7) and the solution of the analogous problem when θ is replaced by Πrθ.

Lemma 4.3 Assume f ∈ L1(0, 1). For θ ∈ L∞(0, 1; [0, 1]), we consider θr = Πrθ. Then,
the solutions uθ and uθr of (2.7) for θ and θr respectively, satisfy

‖uθ − uθr‖L1(0,1) ≤ o(r) (4.9)∥∥∥∥Mθ
duθ
dx
−Mθr

duθr

dx

∥∥∥∥
L∞(0,1)

≤ o(r). (4.10)

If f is in L∞(0, 1) and θ is in BV (0, 1), then in (4.9) and (4.10) we can take

o(r) = C V(0,1)(θ) r
2.

Proof. The functions uθ and uθr are given by

uθ(x) = −
∫ x

0

g

Mθ
ds+ c

∫ x

0

1
Mθ

ds for a.e. x ∈ (0, 1) (4.11)

uθr(x) = −
∫ x

0

g

Mθr
ds+ cr

∫ x

0

1
Mθr

ds for a.e. x ∈ (0, 1) (4.12)

with g a primitive of f and c, cr ∈ R defined by

c =
(∫ 1

0

1
Mθ

dx

)−1 ∫ 1

0

g

Mθ
dx, cr =

(∫ 1

0

1
Mθr

dx

)−1 ∫ 1

0

g

Mθr
dx. (4.13)

Using these expressions and taking into account that

min{α, β} ≤Mθ,Mθr ≤ max{α, β},

we easily deduce

‖uθ − uθr‖L1(0,1) ≤ C
(∣∣∣∣∫ 1

0
(θ − θr) g dx

∣∣∣∣+
∣∣∣∣∫ 1

0
(θ − θr) dx

∣∣∣∣
+
∫ 1

0

∣∣∣∣∫ x

0
(θ(t)− θr(t)) g(t) dt

∣∣∣∣ dx+
∫ 1

0

∣∣∣∣∫ x

0
(θ(t)− θr(t)) dt

∣∣∣∣ dx)
and ∥∥∥∥Mθ

duθ
dx
−Mθr

duθr

dx

∥∥∥∥
L∞(0,1)

≤ C
(∣∣∣∣∫ 1

0
(θ − θr) g dx

∣∣∣∣+
∣∣∣∣∫ 1

0
(θ − θr) dx

∣∣∣∣) .
Lemma 4.3 is then a simple consequence of Lemma 4.2. �

We are now in position to prove

Proof of Theorem 2.6. The existence of solution for problem (1.10) is a simple conse-
quence of the compactness of (2.9) in L1(0, 1).

On the other hand, using that F1 and F2 are locally Lipschitz, and that the functions
uθ, uθr defined as in Lemma 4.2 are bounded in W 1,∞(0, 1) independently of r, we have

|Ĵ(θ)− Ĵ(θr)|

≤
∣∣∣∣∫ 1

0
F1

(
x, uθ,

Mθ

α

duθ
dx

)
(θ − θr) dx

∣∣∣∣+
∣∣∣∣∫ 1

0
F2

(
x, uθ,

Mθ

α

duθ
dx

)
(θ − θr) dx

∣∣∣∣
+C

∫ 1

0

(
|uθ − uθr |+

∣∣∣∣Mθ
duθ
dx
−Mθr

duθr

dx

∣∣∣∣) dx.
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Thanks to Lemma 4.3, we then deduce (2.11) and (2.12). �

To finish this section, we now give the proof of Proposition 2.10.

Proof of Proposition 2.10. Reasoning as in the proof of Theorem 2.6, we have that
the result is an immediate consequence of the following lemma, which is similar to Lemma
4.2. �

Lemma 4.4 Assume θ and ω as in the statement of Proposition 2.10, then for every
ϕ ∈W 1,∞(0, 1), it holds ∣∣∣∣∫ 1

0
(θ − χω)ϕdx

∣∣∣∣ ≤ ∥∥∥∥dϕdx
∥∥∥∥
L∞(0,1)

r2 (4.14)

∫ 1

0

∣∣∣∣∫ x

0
(θ(t)− χω(t))ϕ(t) dt

∣∣∣∣ dx ≤ ‖ϕ‖W 1,∞(0,1) r
2. (4.15)

Proof. Since in each interval [yk−1 + (i − 1)sk, yk + isk], with 1 ≤ k ≤ mr, 1 ≤ i ≤ jk
the functions θ and χω have the same integral, we can reason as in the proof of (4.6) to
deduce that for every x ∈ [0, 1], we have∣∣∣∣∫ x

0
(θ − χω)ϕdt

∣∣∣∣ ≤ ∥∥∥∥dϕdx
∥∥∥∥
L∞(0,1)

‖θ − χω‖L1(0,1) r
2 + ‖ϕ‖L∞(0,1)‖θ − χω‖L1(I) r, (4.16)

where I is an interval of the form [yk−1 +(i−1)sk, yk+ isk] containing x. Taking x = 1 we
get (4.14). On the other hand, since θ and χω belong to L∞(0, 1; [0, 1]), inequality (4.16)
implies ∣∣∣∣∫ x

0
(θ − χω)ϕdt

∣∣∣∣ ≤ r2 ‖ϕ‖W 1,∞(0,1) ,

for every x ∈ [0, 1]. This inequality immediately proves (4.15). �

5 Proof of the convergence estimates for the dis-

cretized unrelaxed control problem

Let us now prove Theorem 2.7. As for Theorem 2.6, we will need some preliminary
lemmas.

Lemma 5.1 We consider θ ∈ L∞(0, 1) and l ∈ N, then, there exists ω ⊂ (0, 1) measurable
such that ∫ 1

0
tjθ(t) dt =

∫
ω
tjdt, ∀ j ∈ {0, · · · , l}. (5.1)

Moreover ω can be chosen in the following way:
If l = 2n, with n ∈ N,

ω = (0, b0)
⋃(

m⋃
i=1

(ai, bi)

)
,

where m ≤ n and 0 ≤ b0 < a1 < b1 < · · · < am < bm ≤ 1.
If l = 2n+ 1, with n ∈ N,

ω =
m⋃
i=1

(ai, bi),

where m ≤ n+ 1 and 0 ≤ a1 < b1 < · · · < am < bm ≤ 1.
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Proof. Let us prove the result in the case l = 2n+ 1, the other one being similar.
We define D ⊂ L1(0, 1) as

D =

{
φ ∈ L1(0, 1) : φ =

m∑
i=1

χ(ai,bi), with m ≤ n+ 1, 0 ≤ a1 < b1 < · · · < am < bm ≤ 1

}

and Ψ : D → R by

Ψ(φ) =
2n+1∑
j=0

(∫ 1

0
tj(θ(t)− φ(t)) dt

)2

, ∀φ ∈ D.

Since D is compact in L1(0, 1) and Ψ is continuous, we know that Ψ attains its minimum
in some function

φ =
m∑
i=1

χ(ai,bi) ∈ D.

Then, we define the polynomial P as

P (λ) =
2n+1∑
j=0

(∫ 1

0
tj(θ(t)− φ(t)) dt

)
λj

We fix k, with 1 ≤ k ≤ m. For ε ∈ R, with |ε| small, ε > 0 if k = 1 and a1 = 0 the
function

φε = χ∪i 6=k(ai,bi) + χ(ak+ε,bk)

belongs to D. Taking into account that

Ψ(φε) =
2n+1∑
j=0

(∫ 1

0
tj(θ(t)− φ(t)) dt+

∫ ak+ε

ak

tj dt

)2

,

and that φ is a minimum point of Ψ, we can derive with respect to ε in Ψ(φε) to obtain
that

P (ak) = 0 if ak 6= 0, P (a1) ≥ 0 if a1 = 0.

Analgously, we can prove

P (bk) = 0 if bk 6= 1, P (bm) ≥ 0 if bm = 1.

If P has 2n + 2 zeros, then it is the zero polynomial and we obtain the conclusion of
the lemma. So, we assume in the following that P has at most 2n+ 1 zeros. By the above
proved we deduce that

m = n+ 1, a1 = 0 and/or bn+1 = 1,

or
m < n+ 1.

Let us prove that in all these cases P satisfies

P (λ) ≥ 0 in
m⋃
i=1

(ai, bi), P (λ) ≤ 0 in (0, 1) \
m⋃
i=1

(ai, bi) (5.2)

i) Case m = n+ 1, a1 = 0, bn+1 = 1. Since we are supposing that the number of zeros of
P is strictly less than 2n+ 2 and P vanishes in the 2n points ak with k = 2, · · ·n+ 1, bk
with k = 1, · · · , n we have that P has 2n or 2n+ 1 zeros in [0, 1]. If the number of zeros
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is 2n+ 1, then using that P (0), P (1) ≥ 0 we deduce that the other zero of P is in 0 or 1
and that P satisfies (5.2). If the number of zeros is 2n, then we have P (0), P (1) > 0 and
(5.2) is satisfied.

ii) Case m = n+ 1, a1 = 0, bn+1 < 1. In this case we have that the 2n+ 1 zeros of P are
given by the points ak with k = 2, · · ·n+ 1, bk with k = 1, · · · , n+ 1. Since P (0) ≥ 0, we
deduce (5.2).

iii) Case m = n+ 1, a1 > 0, bn+1 = 1. It is similar to the case ii).

iv) Case m < n+ 1. In this case, we take a point c ∈ (ai, bi) for some i ∈ {1, · · ·m}. Then
for ε > 0, small enough, the function

φε = φ− χ(c−ε,c+ε)

belongs to D. Using that

Ψ(φε) =
2n+1∑
j=0

(∫ 1

0
tj(θ(t)− φ(t)) dt+

∫ c+ε

c−ε
tj dt

)2

,

and deriving with respect to ε we deduce that

P (c) ≥ 0, ∀ c ∈
m⋃
i=1

(ai, bi).

Analogously, if c ∈ (0, 1) \
⋃m
i=1[ai, bi], taking

φε = φ+ χ(c−ε,c+ε),

we deduce that

P (c) ≤ 0, ∀ c ∈ (0, 1) \
m⋃
i=1

[ai, bi].

Thus, (5.2) is also proved in this case.

To finish, let us prove that (5.2) implies the conclusion of the Lemma. For this purpose,
we just write

2n+1∑
j=0

(∫ 1

0
tj(θ(t)− φ(t)) dt

)2

=
∫ 1

0

2n+1∑
j=0

∫ 1

0
tj(θ(t)− φ(t)) dt sj

 (θ(s)− φ(s)) ds

=
∫ 1

0
P (s)(θ(s)− φ(s)) ds,

(5.3)
If s ∈

⋃m
i=1(ai, bi), (i.e. φ(s) = 1) then by (5.2), P (s) ≥ 0 and since θ(s) ≤ 1, we have

P (s)θ(s) ≤ P (s)φ(s).

If s 6∈
⋃m
i=1(ai, bi), (i.e. φ(s) = 0) then by (5.2), P (s) ≤ 0 and since θ(s) ≥ 0, we also have

P (s)θ(s) ≤ P (s)φ(s).

Therefore the last integral in (5.3) is nonpositive which proves

2n+1∑
j=0

(∫ 1

0
tj(θ(t)− φ(t)) dt

)2

= 0.

This proves Lemma 5.1. �

As a consequence, we deduce

20



Lemma 5.2 Let a, b be in R with a < b and let {yk}mk=0 be a partition of [a, b] of size

δ = max
1≤k≤m

(yk − yk−1).

Let also θ be in L∞(a, b; [0, 1]). Then for every l ∈ N there exists I ⊂ {1, . . . ,m} such
that

ω̃ =
⋃
k∈I

(yk−1, yk), (5.4)

satisfies

|ω̃| ≤
∫ b

a
θ dx, (5.5)∣∣∣∣∫ b

a
(θ − χω̃)ϕdx

∣∣∣∣ ≤ C(b− a)l+1‖Dl+1ϕ‖L1(a,b) + Cδ‖ϕ‖L∞(a,b), ∀ϕ ∈W l+1,1(0, 1),

(5.6)
where C is a positive constant which depends on l but it is independent of θ, δ, a and b.

Proof. It is enough to show the case a = 0, b = 1. The general one follows using a
translation and a dilatation which transforms (a, b) in (0, 1).

For a given l ∈ N, by Lemma 5.1 we know there exists ω ⊂ (0, 1), satisfying (5.1) and
such that the number of discontinuity points of χω in [0, 1] is at most l + 1. We then
define

I = {k ∈ {1, · · · ,m} : (yk−1, yk) ⊂ ω}.

and ω̃ by (5.4). By definition of ω̃, we have ω̃ ⊂ ω, and then using (5.1) when j = 0 we
obtain (5.5). Moreover, using that χω has at most l + 1 discontinuity points in [0, 1], we
have

|ω \ ω̃| ≤ (l + 1) δ. (5.7)

We now fix ϕ ∈W l+1,1(0, 1). Taking a polynomial p of degree l such that∫ 1

0
|ϕ− p| dx ≤ C‖Dl+1ϕ‖L1(0,1),

with C independent of ϕ (take for example the Taylor polynomial of degree l of ϕ ∈
W l+1,1(0, 1) ⊂ C l([0, 1]) in some point of [0, 1]), we get∣∣∣∣∫ 1

0
(θ − χω̃)ϕdx

∣∣∣∣ ≤ ∣∣∣∣∫ 1

0
(θ − χω)(ϕ− p) dx

∣∣∣∣+
∣∣∣∣∫ 1

0
(χω − χω̃)ϕdx

∣∣∣∣
≤ C‖Dl+1ϕ‖L1(0,1) + (l + 1)δ ‖ϕ‖L∞(0,1).

(5.8)

This proves (5.6) for a = 0, b = 1. �

Lemma 5.3 For r > 0, small we take a partition Pr = {yk}mrk=0, with mr ∈ N, such that
(2.8) is satisfied. We define Û by (2.5) and Ur by (2.10)

a) For every θ ∈ Û there exists ω ∈ Ur such that∣∣∣∣∫ x

0
(θ − χω)ϕds

∣∣∣∣ ≤ C r 1
2 ‖ϕ‖W 1,1(0,1), ∀x ∈ [0, 1], ∀ϕ ∈W 1,1(0, 1), (5.9)

where C is a positive constant independent of θ and r.

b) For every θ ∈ Û and every l ∈ N there exists ω ∈ Ur such that∣∣∣∣∫ 1

0
(θ − χω)ϕds

∣∣∣∣ ≤ C r l+1
l+2 ‖ϕ‖W l+1,1(0,1), ∀ϕ ∈W l+1,1(0, 1), (5.10)

where C is a positive constant which depends on l but it is independent of θ and r.
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Proof. We take l ∈ N, γ ∈ (2r, 1) and a subpartition Pγ = {zi}
mγ
i=0 ⊂ Pr of Pr which

satisfies

γ − r ≤ zi − zi−1 ≤ γ, ∀ i ∈ {1, · · · ,mγ − 1}, r ≤ zmγ − zmγ−1 ≤ γ.

This implies in particular

mγ ≤
1

γ − r
+ 1 ≤ 3

γ
. (5.11)

Using that for every i ∈ {1, · · · ,mγ − 1} the points yk with zi−1 ≤ yk ≤ zi are a partition
of [zi−1, zi] with mesh r we can apply Lemma 5.2 in each interval [zi−1, zi] to construct a
set ω ∈ U such that for every i ∈ {1, · · · ,mγ − 1}, we have∣∣∣∣∣

∫ zi

zi−1

(θ − χω)ϕdx

∣∣∣∣∣ ≤ C (γl+1‖Dl+1ϕ‖L1(zi−1,zi) + ‖ϕ‖L∞(zi−1,zi) r
)
, (5.12)

for every ϕ ∈W l+1,1(0, 1).
For x ∈ [0, 1], we take the larger j such that zj ≤ x, then, thanks to (5.12) and (5.11),

we have ∣∣∣∣∫ x

0
(θ − χω)ϕds

∣∣∣∣ =

∣∣∣∣∣
∫ zj

0
(θ − χω)ϕds+

∫ x

zj

(θ − χω)ϕds

∣∣∣∣∣
≤ Cγl+1‖Dl+1ϕ‖L1(0,1) + ‖ϕ‖L∞(0,1)

(
3r
γ

+ (x− zj)
)
.

(5.13)

For l = 0, the above inequality and x− zj < γ prove∣∣∣∣∫ x

0
(θ − χω)ϕds

∣∣∣∣ ≤ Cγ‖D1ϕ‖L1(0,1) + C‖ϕ‖L∞(0,1)

(
r

γ
+ γ

)
.

Minimizing in γ this quantity we deduce (5.9).
On the other hand, for x = 1 = zj inequality (5.13) gives∣∣∣∣∫ 1

0
(θ − χω)ϕds

∣∣∣∣ ≤ Cγl+1‖Dl+1ϕ‖L1(0,1) + C‖ϕ‖L∞(0,1)
r

γ
,

which minimizing in γ proves (5.10). �

Using Lemma 5.3 and reasoning similarly to Lemma 4.3, we easily deduce

Lemma 5.4 Let θ be in Û and f ∈ L1(0, 1). Then, for every r > 0 there exists ω ∈ Ur

such that, defining uθ, ur as the solutions of (2.7) for θ and χω respectively, we have

a)
‖uθ − ur‖L1(0,1) ≤ C

(
1 + ‖f‖L1(0,1)

)
r

1
2 . (5.14)

b) If f belongs to W l,1(0, 1), then∥∥∥∥Mθ
duθ
dx
−Mχω

dur
dx

∥∥∥∥
L∞(0,1)

≤ C
(
1 + ‖f‖W l,1(0,1)

)
r
l+1
l+2 . (5.15)

Lemma 5.5 Let f ∈ L1(0, 1) and θ be in Û, then for every r > 0, there exists ω ∈ Ur

such that

|Ĵ(θ)− J(ω)| ≤ Cr
1
2
(
1 + ‖f‖L1(0,1)

)
. (5.16)

If for some l ∈ N we have that f belongs to W l,1(0, 1), F1(x, s, ξ), F2(x, s, ξ) are
independent of s and belong to C l,1loc([0, 1]× R), then

|Ĵ(θ)− J(ω)| ≤ Cr
l+1
l+2
(
1 + ‖f‖W l,1(0,1)

)
. (5.17)
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As a consequence of this Lemma we can now prove

Proof of Theorem 2.7. The existence of solution for problem (1.8) follows from the
compactness of {χω : ω ∈ Ur} in L1(0, 1).

The proof of (2.13) is easily deduced from (5.16) with l = 0 reasoning as in the proof
of Theorem 2.6. Analogously, (2.14) is a consequence of (5.17) and that the functions
Fi(x, s, ξ) are supposed independent of s. �

6 An example

In this section we consider a particular case of problem (1.1) for which we can explicitly
obtain the optimal control. As a consequence we will give the proof of Proposition 2.8.

Proposition 6.1 We consider f ∈ L1(0, 1), f not identically zero, such that

f(t) = f(1− t), a.e. t ∈ [0, 1], (6.1)

and we define F as the unique primitive function of f satisfying F (1/2) = 0.
For κ > 0, with

κ ≤ |{t ∈ (0, 1) : F (t) 6= 0}| (6.2)

and 0 < α < β, we consider the control problem (2.4) corresponding to the functional
given by (2.15). Then, the optimal controls for (2.4) are the functions θ0 ∈ L∞(0, 1; [0, 1])
which satisfy ∫ 1

0
θ0(t) dt = κ,

∫ 1

0
F (t)θ0(t) dt = 0, (6.3)

θ0(t) =

{
1 if |F (t)| > γ0

0 if |F (t)| < γ0,
(6.4)

with
γ0 = inf

{
γ > 0 :

∣∣{t ∈ (0, 1) : |F (t)| > γ}
∣∣ < κ

}
. (6.5)

Proof. Using that for every θ ∈ L∞(0, 1; [0, 1]) one has

duθ
dt

=
c− F
Mθ

in (0, 1),

with c defined by ∫ 1

0

c− F
Mθ

dt = 0⇐⇒ c =
(∫ 1

0

1
Mθ

dx

)−1 ∫ 1

0

F

Mθ
dx,

and that the integral of F in (0, 1) vanishes, we have

Ĵ(θ) = −
∫ 1

0
Mθ

∣∣∣∣duθdx
∣∣∣∣2 dx = −

∫ 1

0

(c− F )(c− F )
Mθ

dt

=
∫ 1

0

F (c− F )
Mθ

dt =
(∫ 1

0

dt

Mθ

)−1(∫ 1

0

F

Mθ
dt

)2

−
∫ 1

0

|F |2

Mθ
dt

=
1
αβ

(β − α)2

(∫ 1

0
Fθ dt

)2

α+ (β − α)
∫ 1

0
θ dt

−
∫ 1

0
|F |2

(
α+ (β − α)θ

)
dt

 .
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Since the application (x, y) ∈ R × R+ → x2/y ∈ R is convex, we then deduce that Ĵ is
convex in θ. Moreover, taking into account that F is odd with respect to 1/2, the above
expression shows that given θ ∈ L∞(0, 1; [0, 1]) and defining θ̃ ∈ L∞(0, 1; [0, 1]) as

θ̃(t) = θ(1− t) a.e. t ∈ (0, 1),

we have
Ĵ(θ) = Ĵ(θ̃)

and so, by convexity, the symmetrized function θs0 of an optimal control θ0 defined as
θs0 = (θ0 + θ̃0)/2 satisfies

Ĵ(θs0) ≤ 1
2

(
Ĵ(θ0) + Ĵ(θ̃0)

)
= Ĵ(θ0) =⇒ Ĵ(θs0) = Ĵ(θ0). (6.6)

Using now that for every (x1, y1), (x2, y2) ∈ R× R+ one has∣∣∣∣x1 + x2

2

∣∣∣∣2
y1

2
+
y2

2

=
1
2
|x1|2

y1
+

1
2
|x2|2

y2
⇐⇒ x1

y1
=
x2

y2
,

we deduce that (6.6) implies∫ 1

0
Fθ0 dt

α+ (β − α)
∫ 1

0
θ0 dt

=

∫ 1

0
F θ̃0 dt

α+ (β − α)
∫ 1

0
θ̃0 dt

,

which using that F is symmetric with respect to 1/2 is equivalent to∫ 1

0
Fθ0 dt = 0. (6.7)

Therefore, the control problem (2.4) is equivalent to

max
θ∈L∞(0,1;[0,1])

{∫ 1

0
|F |2θ dt :

∫ 1

0
θ dt ≤ κ,

∫ 1

0
Fθ dt = 0

}
But thanks to (6.2) is immediate to show that the solutions of problem

max
θ∈L∞(0,1;[0,1])

{∫ 1

0
|F |2θ dt :

∫ 1

0
θ dt ≤ κ

}
,

are the functions θ0 ∈ L∞(0, 1; [0, 1]) which satisfy the first condition in (6.3) and (6.4),
and clearly the fact that F is odd with respect to 1/2 permits to construct functions
satisfying these properties and (6.7). This finishes the proof. �

Proof of Proposition 2.8. By Proposition 6.1 problem (2.4) has a unique solution θ0

given by (this is true for every f which satisfies (6.1), does not changes its sign in (0, 1)
and it is not the zero function)

θ0 = χ(0,1/3)∪(2/3,1)

and

Ĵ(θ0) = − 2
α

∫ 1
3

0

∣∣∣∣12 − t
∣∣∣∣2 dt− 2

β

∫ 1
2

1
3

∣∣∣∣12 − t
∣∣∣∣2 dt. (6.8)
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Taking

kn = 3
n−1∑
j=0

10j ,

the same reasoning used in Proposition 6.1 also shows that problem

min
θ∈Ûn

Ĵ

has a unique solution θn0 given by

θn0 (t) =


1 if t ∈ (0, kn10−n) ∪ (1− kn10−n, 1)

1
3

if t ∈ (kn10−n, (kn + 1)10−n) ∪ (1− (kn + 1)10−n, 1− kn10−n)

0 if t ∈ ((kn + 1)10−n, 1− (kn + 1)10−n)

and

Ĵ(θn0 ) = − 2
α

∫ kn10−n

0

∣∣∣∣12 − t
∣∣∣∣2 dt

−
(

2
3α

+
4

3β

)∫ (kn+1)10−n

kn10−n

∣∣∣∣12 − t
∣∣∣∣2 dt− 2

β

∫ 1
2

(kn+1)10−n

∣∣∣∣12 − t
∣∣∣∣2 dt.

(6.9)

Let us now consider problem
min
ω∈Un

J.

We have seen in the proof of Proposition 6.1 that the symmetrization θs of a function
θ ∈ L∞(0, 1; [0, 1]) satisfies (6.6). This implies that

min
ω∈Un

J(ω) = min
ω∈Un

Ĵ(χω) ≥ min
θ∈Uns

Ĵ(θ), (6.10)

with

Uns = {θ ∈ Ûn : θ ∈ {0, 1/2, 1}, a.e. in (0, 1), θ symmetric with respect to 1/2},

but using that F is strictly increasing we easily get that the minimum in the right-hand
side of (6.10) is attained in a unique function θn,s0 defined by

θn,s0 (t) =

{
1 if t ∈ (0, kn10−n) ∪ (1− kn10−n, 1)

0 if t ∈ (kn10−n, 1− kn10−n).

Since this function is a characteristic function, we deduce that the inequality in (6.10) is
in fact an equality and

min
ω∈Un

J(ω) = Ĵ(θn0 ) = − 2
α

∫ kn10−n

0

∣∣∣∣12 − t
∣∣∣∣2 dt− 2

β

∫ 1
2

kn10−n

∣∣∣∣12 − t
∣∣∣∣2 dt. (6.11)

From (6.8), (6.9) and (6.11) we easily deduce (2.18), (2.19). �

7 Solving the state equation by the finite element

method

The purpose of this section is to prove Lemmas 2.11 and 2.15. Lemma 2.11 will permit to
estimate the differences (see Corollary 2.13) between control problems (1.10), (1.8) and
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the corresponding control problems where the state equations are approximated by the
finite element method P 1. Lemma 2.15 provides a counterexample for Lemma 2.11 when
the hypothesis h ≤ r is removed.

Proof of Lemma 2.11. We know that the solution uθ of (2.7) is given by (4.11) with
c given by (4.13) and g a primitive of f , which we take with zero mean value. Then, we
define w as

w(x) =
∫ x

0

Πhg

Mθ
ds− c

∫ x

0

1
Mθ

ds, a.e. x ∈ (0, 1), (7.1)

with Πh the operator defined by (4.1) (relative to the partition Ph = {xk}nhk=1). Then, w
is continuous and since θ is constant in each interval (xk−1, xk) we get that it is affine in
each interval (xk−1, xk). Taking into account that the integral of Πhg coincides with the
integral of g in each interval (xk−1, xk), we get that w(0) = w(1) = 0. Therefore, w is
in W h. Moreover, using that in each interval (xk−1, xk) the integral of Mθ

dw
dx agrees with

the one of Mθ
dw
dx we deduce that for every v ∈W h one has∫ 1

0
Mθ

dw

dx

dv

dx
dx =

∫ 1

0
Mθ

du

dx

dv

dx
dx = −

∫ 1

0
g
dv

dx
dx =

∫ 1

0
fv dx.

This proves that w agrees with the solution ũθ of (2.27).
On the other hand, comparing (4.11) with (7.1) and using that g is in W 1,1(0, 1) we

deduce that
‖uθ − ũθ‖W 1,1(0,1) ≤ C‖f‖L1(0,1)h.

From this inequality uθ, ũθ bounded in W 1,∞(0, 1) independently of h and the Lipschitz
property (2.3) of the functions F1, F2 we easily deduce (2.30). �

Proof of Lemma 2.15. Since χωk converges weakly-∗ in L∞(0, 1) to θ0 as k tends to
infinity, the first limit in (2.36) is a consequence of Lemma 3.1. Concerning the second
limit, note that, in the weak formulation of the discrete problem (2.25), both duh

dx and
dv
dx are constant on each element (xi, xi+1). Therefore, the left hand side in this weak
formulation can be written as∫ 1

0
(αχω + β(1− χω))

duh

dx

dv

dx
dx =

∫ 1

0
a
duh

dx

dv

dx
dx

where a takes a constant value, in (xi, xi+1), given by

a(x) =
1
h

∫ xi+1

xi

(αχω + β(1− χω))dx, a.e x ∈ (xi, xi+1).

Assume that h = 1/k with k ∈ N and let us consider the particular sequence of controls

ωk =
k⋃
j=1

(
j − 1
k

,
j − 1/2

k

)
∈ Uh/2.

When considering the particular sequence ωk, we see that a(x) takes the constant value
(α+ β)/2 everywhere and for any h. Therefore, the weak formulation in (2.25) coincides
with the weak formulation associated to the constant coefficient problem with constant ā
and then, thanks to (2.30),

lim
k→∞

J1/k(ωk) = lim
k→∞

Ĵ1/k(θ̄) = Ĵ(θ),

where θ is the constant value such that

M(θ) =
α+ β

2
,

i.e. θ = α/(α+ β) which, in general, is different of θ0 = 1/2. �
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8 Some remarks about the N-dimensional case

Although the aim of the paper is the numerical study of the one-dimensional control
problem (1.1), let us give in this section some remarks referred to the N -dimensional
problem.

For a bounded open set Ω ⊂ RN , two Carathéodory functions (measurable with respect
the first variable and continuous with respect the second and third variables) F1, F2 :
Ω× R× RN → R such that there exist C > 0, h ∈ L1(Ω) satisfying

|F1(x, s, ξ)|, |F2(x, s, ξ)| ≤ C
(
h(x) + |s|2 + |ξ|2

)
, ∀ (s, ξ) ∈ R× RN , a.e. x ∈ Ω,

for a distribution f ∈ H−1(Ω) and three positive constants α, β, κ, we consider the control
problem

min
ω∈U

(∫
ω
F1(x, uω,∇uω) dx+

∫
Ω\ω

F2(x, uω,∇uω) dx

)
. (8.1)

where, analogously to the control problem (1.1), we have denoted by U the set

U = {ω ⊂ Ω : ω measurable, |ω| ≤ κ} (8.2)

and by uω, for every ω ∈ U, the solution of{
−div

(
αχω + βχΩ\ω

)
∇u = f in Ω

u = 0 on ∂Ω.
(8.3)

As we said in the introduction, problem (8.1) has not a solution in general and so, it is
usual to work with a relaxed version of this problem: For p ∈ [0, 1] we denote by K(p)
the set of matrices constructed via homogenization mixing the materials corresponding to
the diffusion matrices αI and βI with respective proportions p and 1− p, and by Û (the
relaxed control set)

Û =
{

(θ,M) ∈ L∞(Ω; [0, 1])× L∞(Ω; RN×N ) : M ∈ K(θ) a.e. in Ω
}
. (8.4)

It is proved in [5] (see also [2], [3], [4], [9], [16], [18], [21] for related results) that the
relaxed control problem is of the form

min
∫

Ω
H(x, u,∇u,M∇u, θ) dx

−divM∇u = f in Ω, u = 0 on ∂Ω

(θ,M) ∈ Û,

∫
Ω
θ dx ≤ κ,

(8.5)

for a Carathéodory (measurable with respect to the first variable and continuous with
respect to the other ones) function H. Some remarks are needed:

Remark 8.1 As in (2.4), the control θ in (8.5) represents the proportion of material α
we are using in the mixture in each point, but now the mixture does not only depend on
this proportion but also on the geometric configuration of the materials. Thus, the set
K(θ) is not reduced to a point as it holds for the one-dimensional problem. In the case
we are considering here, corresponding to the optimal mixture of two isotropic materials,
an algebraic representation of K(θ) is known ([12], [20]). However this does not hold for
other interesting problems such as the mixture of more than two materials or the mixture
of anisotropic materials. In this sense, it is interesting to remark that in problem (8.5)
the matrix M always appears multiplied by ∇u. Thus, problem (8.5) does not permit to
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calculate M but only the product M∇u. In order to work with (8.5) it is enough to know,
for every ξ ∈ RN and p ∈ [0, 1], an explicit characterization of the set

K(p)ξ = {Mξ ∈ RN : M ∈ K(p)}.

In our case, the mixture of two anisotropic materials, K(p)ξ can be characterized in the
following way (this set is known in more general situations, [4], [22]): Denoting by λ(p)
and Λ(p), with p ∈ [0, 1], the harmonic and arithmetic mean of α and β with proportions
p and 1− p, i.e.

λ(p) =
(
p

α
+

1− p
β

)−1

, Λ(p) = αp+ β(1− p),

we have that K(p)ξ is the ball

K(p)ξ =
{
η ∈ RN : (η − λ(p)ξ) · (η − Λ(p)ξ) ≤ 0

}
.

Therefore, problem (8.5) can be written in the equivalent form

min
∫

Ω
H(x, u,∇u, σ, θ) dx

−divσ = f in Ω, u = 0 on ∂Ω

θ ∈ L∞(Ω; [0, 1]),
∫

Ω
θ dx ≤ κ, (σ−λ(θ)∇u) · (σ−Λ(θ)∇u) ≤ 0 a.e. in Ω.

(8.6)

This permits for example to substitute in the definition of the relaxed control set Û the set
K(p) by the (more simple) set of symmetric matrices whose eigenvalues are compressed
between λ(p) and Λ(p).

Remark 8.2 Defining

E =
{

(ξ, η, p) ∈ RN × RN × [0, 1] : (η − λ(p)ξ) · (η − Λ(p)ξ) ≤ 0
}
,

the function H which appears in (8.5) is a Carathéodory function with domain Ω×R×E.
An explicit expression of H in the whole of its domain is not known in general.

In the particular case where F1(x, s, ξ), F2(x, s, ξ) are affine functions in the variable
ξ, we have

H(x, s, ξ, η, p) = pF1(x, s, ξ) + (1− p)F2(x, s, ξ), ∀ (s, ξ, η, p) ∈ R× E, a.e. x ∈ Ω,

while for nonlinear functions Fi in the variable ξ, an expression of H is only known in
some particular cases (which essentially concern with the nonlinear function |ξ|2), see [3],
[4], [6], [9] and [16].

However an explicit representation is always known in the boundary of its domain

{(x, s, ξ, η, p) :∈ Ω× R× R× [0, 1] : (η − λ(p)ξ) · (η − Λ(p)ξ) = 0} ,

where H(x, s, ξ, η, p) is given by
F1(x, s, ξ) if p = 1

F2(x, s, ξ) if p = 0

pF1

(
x, s,

βξ − η
p(β − α)

)
+ (1− p)F2

(
x, s,

η − αξ
(1− p)(β − α)

)
if p 6= 0, 1.

(8.7)

Observe that the last line can be taken as the general expression for H, taking the values
for p = 0 and p = 1 by continuity.
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Analogously as we did in the one-dimensional case, in order to numerically solve problem
(8.5), for r > 0 we decompose Ω as

Ω =
mr⋃
i=1

Ki, Ki disjoint, measurable, diam(Ki) < r, i ∈ {1, · · · ,mr}. (8.8)

Then, we discretize problem (8.5) as

min
∫

Ω
H(x, u,∇u,M∇u, θ) dx

−divM∇u = f in Ω, u = 0 on ∂Ω

(θ,M) ∈ Û, (θ,M) constant in Ki, 1 ≤ i ≤ mr,

∫
Ω
θ dx ≤ κ.

(8.9)

As we said in Remark 8.2 in the case where the functions Fi(x, s, ξ) are nonlinear in the
variable ξ, one of the main difficulties to solve problem (8.9) is that H is not known. To
solve this difficulty we can replace H by another function. The following result is proved
in [6] in the particular case F1(x, s, ξ) = F2(x, s, ξ) = F (ξ). The general case follows
similarly:

Theorem 8.3 We consider a function Ĥ : Ω× R× E → R ∪ {+∞} such that

Ĥ(., s, ξ, η, p) is measurable in Ω, ∀ (s, ξ, η, p) ∈ R× E (8.10)

Ĥ(x, ., ., ., .) is lower semicontinuous in R× E, for a.e. x ∈ Ω (8.11)

Ĥ(x, s, ξ, αξ, 1) = F1(x, s, ξ), Ĥ(x, s, ξ, βξ, 0) = F2(x, s, ξ) (8.12)

Ĥ(x, s, ξ, η, p) ≥ H(x, s, ξ, η, p), ∀(s, ξ, η, p) ∈ R× E, a.e. x ∈ Ω. (8.13)

For every r > 0, we decompose Ω by (8.9). Then, the problem

min
∫

Ω
Ĥ(x, u,∇u,M∇u, θ) dx

−divM∇u = f in Ω, u = 0 on ∂Ω

(θ,M) ∈ Û, (θ,M) constant in Ki, 1 ≤ i ≤ mr,

∫
Ω
θ dx ≤ κ,

(8.14)

has a solution (not unique in general) (θr,Mr). Taking ur as the solution of

−divMr∇ur = f in Ω, ur = 0 on ∂Ω,

we have
∃ lim
r→0

∫
Ω
Ĥ(x, ur,∇ur,Mr∇ur, θr) dx = I,

with I the minimum value of problem defined by (8.5). The sequence (θr,Mr, ur) is
bounded in L∞(Ω) × L∞(Ω; RN×N ) × H1

0 (Ω). Every function (θ,M, u) ∈ L∞(Ω) ×
L∞(Ω; RN×N ) ×H1

0 (Ω) such that there exists a subsequence of r, still denoted by r, sat-
isfying

θr
∗
⇀ θ in L∞(Ω), Mr

∗
⇀M in L∞(Ω; RN×N ), ur ⇀ u in H1

0 (Ω),

is such that the function (θ, σ, u), with σ = M∇u is a solution of (8.6).
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Remark 8.4 A first choice of function Ĥ is to take

Ĥ(x, s, ξ, η, p) =


F1(x, s, ξ) if p = 1, η = αξ

F2(x, s, ξ) if p = 0, η = βξ

+∞ otherwise.

In this case, taking into account that Ĥ(x, u,∇u,M∇u, θ) < +∞ a.e. in Ω implies that
θ is a characteristic function we get that problem (8.14) can be written as

min

{∫
ω
F1(x, u,∇u) dx+

∫
Ω\ω

F2(x, u,∇u) dx

}

−div (αχω + βχΩ \ ω)∇u = f in Ω, u = 0 on ∂Ω

∃ I ⊂ {1, · · · ,mr}, such that ω =
⋃
i∈I

Ki, |ω| ≤ κ.

Therefore, with this choice of function Ĥ Theorem 8.3 gives the convergence of the nu-
merical method consisting in discretizing directly the original (unrelaxed) problem (8.1).

Thanks to (8.7), another possibility for Ĥ is to take Ĥ = H in ∂D(H), and Ĥ = +∞,
otherwise. For this choice of function Ĥ, taking into account that for p 6= 0, 1 a matrix
M ∈ K(p) satisfies

(Mξ − λ(p)ξ) · (Mξ − Λ(p)ξ) = ξ for some ξ 6= 0

⇐⇒M is a lamination of αI, βI with proportions p and 1− p

⇐⇒ Eig(M) = (λ(p),Λ(p), · · · ,Λ(p)).

we can write problem (8.14) as

min
{∫

Ω

(
pF1

(
x, u,

β∇u−M∇u
p(β − α)

)
+ (1− p)F2

(
x, u,

M∇u− α∇u
(1− p)(β − α)

))
dx

}

−divM∇u = f in Ω, u = 0 on ∂Ω

θ ∈ L∞(Ω; [0, 1]), M symmetric with Eig(M) = (λ(θ),Λ(θ), · · · ,Λ(θ)) a.e. in Ω

θ, M constants in Ki, i = 1, · · · ,mr,

∫
Ω
θ dx ≤ κ.

In this case, problem (8.14) consists in discretizing a partial relaxation of problem (8.1)
consisting in considering not only the original controls but also the ones obtained by a
simple lamination.

Clearly, when H is known another possibility is to take directly Ĥ = H. In this case
we are discretizing the relaxed control problem (8.9).

Remark 8.5 Although Theorem 8.3 gives the convergence of the discretized problem
(8.14), it does not provides any error estimate. In particular, it does not shows what
choice of the functions Ĥ mentioned in Remark 8.4 is better.

As we saw in the proof of the estimates for the one-dimensional problem, in order
to obtain an estimate for the convergence rate of the numerical method, one idea is to
construct from a relaxed control (θ,M) another control (θr,M r) in the set of discretized
controls such that the solutions of the state equations relative to (θ,M) and (θr,M r) are
close. In the case where Ĥ = H (which can only be used if H is known) one idea is to
take (θr,M r) as the mean value of (θ,M) in each element of the triangulation. Denoting
by u and ur the solutions of{

−divM∇u = f in Ω

u = 0 on ∂Ω,

{
−divM r∇ur = f in Ω

u = 0 on ∂Ω,
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with f in H−1(Ω) and taking into account that

−divM r∇(u− ur) = −div (M r −M)∇u in Ω,

we deduce that ∫
Ω
|∇(u− ur)|2 dx ≤ C

∫
Ω
|(M r −M)∇u|2 dx,

which permits to estimate the difference of u− ur depending of the smoothness properties
of M and u and then to estimate the error for the discretized method.

When H is not known and therefore we need to discretize directly the original problem
or to consider some partial relaxation the choice of (θr,M r) is not clear.

Remark 8.6 In Theorem 8.3 we have discretized the set of controls but the state equation
is directly solved. It will be interesting to study the convergence when we also discretize
this equation and in particular what is the relation we must use between the triangulation
chosen for the controls and the one chosen for the resolution of the state equation. A
result in this sense can be found in [6], showing that in some cases the method converges
using the same triangulation to discretize the controls and the state equation.
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[18] L. Tartar. Problèmes de contrôle des coefficients dan des équations aux dérivées
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quium (Paris, 1983), (ed. P. Kree). Research Notes in Math. 125, Pitman, London,
1985, 168-187.

[21] L. Tartar. Remarks on optimal design problems. In Calculus of variations, homog-
enization and continuum mechanics, ed. by G. Buttazzo, G. Bouchitte, P. Suquet.
Advances in Math. for Appl Sci, 18, World Scientific, Singapore, 1994, 279-296.

[22] L. Tartar. An introduction to the homogenization method in optimal design. In Opti-
mal shape design, ed. A. Cellina, A. Ornelas. Lecture Notes in Math. 1740, Springer-
Vergag, Berlin, 2000, 47-156.

32


