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Abstract

Goal-oriented adaptivity is a powerful tool to accurately approximate physically relevant solution features for partial differential equations. In time dependent problems, we seek to represent the error in the quantity of interest as an integral over the whole space-time domain. A full space-time variational formulation allows such representation. Most authors employ implicit time marching schemes to perform goal-oriented adaptivity as it is known that they can be reinterpreted as Galerkin methods. In this work, we consider variational forms for explicit methods in time. We derive an appropriate error representation and propose a goal-oriented adaptive algorithm in space. For that, we derive the forward Euler method in time employing a discontinuous-in-time Petrov-Galerkin formulation. In terms of time domain adaptivity, we impose the Courant-Friedrichs-Lewy condition to ensure the stability of the method. We provide some numerical results in 1D space + time for the diffusion and advection-diffusion equations to show the performance of the proposed explicit-in-time goal-oriented adaptive algorithm.
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1. Introduction

Adaptive processes for partial differential equations (PDEs) are essential tools to produce optimal grids in order to obtain accurate solutions while minimizing the computational cost. In time-domain problems, there exist several adaptive algorithms based on space-time finite element methods (FEM). For example, tent-pitching strategies [1–4] where space-time FEM is employed to build unstructured meshes. On the other hand, there are some algorithms that are often based on time marching schemes like $hp$-adaptive methods in both space and time [5–7] or goal-oriented adaptive algorithms [8, 9]. These methods assume that the trial and test basis functions have space-time tensor-product structure and by selecting certain discontinuous-in-time basis functions, the space-time FEM becomes a time-marching scheme. However, to date only implicit methods in time are available in the literature, where their variational structure is exploited [10, 11]. Herein, our goal is to design a goal-oriented adaptive algorithm for time-dependent PDEs employing explicit methods in time as they are usually computationally cheaper than the implicit ones.

Goal-oriented adaptive algorithms address the accuracy requirements of some engineering problems, where it is crucial to accurately approximate some physical features of the solution [12–19]. These relevant features are called quantities of interest and they are usually represented by output functionals computed from the solution. The objective of these adaptive algorithms is to reduce the error in the quantity of interest [20–24]. For that, a dual problem is defined where the output functional becomes the source. Then, an error in the quantity of interest is represented as an integral over the whole domain in terms of the errors of the direct and dual problems. Finally, this error representation is bounded above by the sum of local element contributions that drive the goal-oriented adaptive process.

In time dependent problems, most authors discretize the primal and dual problems employing the method of lines (MoL) [25–28]. Here, starting from a variational formulation in space, the spatial variable is discretized employing the FEM. Then, the resulting system of ordinary differential equations (ODEs) is solved employing numerical methods for ODEs like backward Euler or Crank-Nicholson [29, 30]. However, for time-domain goal-oriented adaptivity, a full space-time variational formulation is needed to represent the error in the quantity of interest as an integral over the whole space-time domain [31]. Therefore, to discretize them using the MoL it is essential to know their equivalence with the corresponding space-time FEM. It is known that some low-order FEM in time are algebraically equivalent to
some numerical methods for ODEs [32–34]. For instance, if we select piecewise constant-in-time functions for trial and test functions in the space-time variational formulation, we obtain the backward Euler method in time. Employing piecewise linear basis function for trial and constants for test functions, the space-time FEM is equivalent to the Crank-Nicholson method in time.

The aforementioned methods are implicit in time so that is the reason why most authors employ implicit methods in time for goal-oriented adaptivity. In [10, 35, 36], goal-oriented adaptive strategies are explained for wave propagation phenomena; in [31, 37–39] for parabolic problems; in [40, 41] the error representation is derived for structural transient dynamics; and finally, in [42, 43] the goal-oriented approach is extended to nonlinear problems. Recently, in [44], the authors expressed some multi-step implicit-explicit (IMEX) schemes as Galerkin methods in time for PDEs by using specific quadrature rules for time integration. Finally, in [45], we proved that explicit Runge-Kutta methods can be reinterpreted as discontinuous Petrov-Galerkin methods for linear parabolic problems. For any explicit Runge-Kutta method, we described an algorithm that builds the corresponding trial and test basis functions employing exact integration in time.

In this work, we derive a space-time error representation of the quantity of interest and develop a goal-oriented adaptive process in space employing explicit methods in time following the ideas presented in [45]. We allow dynamic meshes in space, that is, we consider different spatial discretizations per time interval. Then, we select piecewise constant trial and test functions. Finally, displacing in time the spatial discrete spaces of the test space with respect to those associated with the trial space, we show that we obtain the forward Euler method. This displacement involves the use of different trial and test spaces, leading to a Petrov-Galerkin method. Moreover, as we select piecewise constant functions in time, we need a discontinuous Galerkin formulation, therefore, we employ a discontinuous Petrov-Galerkin formulation of the advection-diffusion equation. To discretize the dual problem, we shift the trial and test spaces from the primal problem and we also obtain the forward Euler method but running backwards in time.

As we are solving the primal and dual problems with explicit methods in time, the Courant-Friedrichs-Lewy (CFL) condition [46] must be satisfied to ensure the stability of the discretization. Our adaptive strategy ensures the CFL condition by construction, as we start with a time step size that is in the limit of the CFL condition. We further assume (as it occurs in many applications) that once the CFL condition has been satisfied, most of
the error is due to an inadequate space discretization. This assumption is verified in the examples considered in this paper. For other cases in which verification of the CFL may be insufficient to control the time-discretization error, it may be necessary to consider a more sophisticated goal-oriented algorithm intended to simultaneously control both the space and time errors. This will be the subject of future studies. Our adaptive scheme focuses on performing optimal goal-oriented space refinements followed by a simple refinement condition in time intended to recover the CFL condition after those space refinements. Therefore, employing the error in space of the primal and dual problems, we obtain the error representation that drives the goal-oriented adaptivity in space. Higher order explicit methods in time could be used for time discretization, employing the basis functions presented in [45]. While the focus of this article is performing local adaptivity in space, the space-time variational formulation of the problem also allows to perform local space-time refinements. We will study this possibility in the future.

The outline of this article is the following: Section 2 describes the strong and weak formulations of the linear advection-diffusion equation. In Section 3 we describe the discretization that leads to explicit methods in time for the primal problem. Section 4 introduces the dual problem and the discretization we use to obtain explicit methods running backwards in time. Section 5 shows the error representation in the goal-oriented framework. In Section 6, we describe the goal-oriented algorithm in space and complemented with CFL-based refinements in time. Section 7 presents the numerical results in 1D space + time obtained with the explicit-in-time goal-oriented adaptive algorithm. Finally, Section 8 summarizes the conclusions and possible extensions of this work.

2. Model Problem

In this section, we describe the strong and weak formulations of the model problem we employ to develop the explicit in time goal-oriented adaptive method.

2.1. Strong formulation

Let $\Omega \subset \mathbb{R}^d$, where $d \in \{1, 2, 3\}$, and $I = (0, T] \subset \mathbb{R}$. We consider the linear advection-diffusion equation
\[
\begin{aligned}
&\left\{ \begin{array}{ll}
    u_t - \nabla \cdot (\nu \nabla u) + \beta \cdot \nabla u = f & \text{in } \Omega \times I, \\
    u = 0 & \text{on } \partial \Omega \times I, \\
    u(0) = u_0 & \text{in } \Omega,
\end{array} \right.
\end{aligned}
\]  

(1)

where \( u_t := \partial u / \partial t \) and \( \partial \Omega \) denotes the boundary of the spatial domain \( \Omega \). The source term \( f(x, t) \), the initial temperature distribution \( u_0(x) \), the diffusion coefficient \( \nu(x) \) and the velocity field \( \beta(x) \) are given data.

We assume that \( \beta(x) \in L^\infty(\Omega) \) is a divergence-free vector field

\[ \nabla \cdot \beta = 0, \]

and \( \nu(x) \in L^\infty(\Omega) \) is a strictly positive function

\[ 0 < \nu_1 \leq |\nu(x)| \leq \nu_2, \quad \forall x \in \Omega. \]

For simplicity, we omit the spatial dependence of the functions, that is, we write \( u(t) \) instead of \( u(x, t) \).

2.2. Weak formulation

We need a full space-time variational formulation of problem (1) in order to properly define a dual problem and to subsequently represent the error in the quantity of interest as an integral over the whole space-time domain.

Weak enforcement of the diffusion term and strong enforcement of the boundary conditions in (1) implies the following space:

\[ V := H^1_0(\Omega) = \{ u \in L^2(\Omega) \mid \nabla u \in L^2(\Omega), \ u = 0 \text{ on } \partial \Omega \}, \]

Therefore, a simple way to ensure sufficient integrability of the weak formulation is to impose that \( u_t \) and \( f \) should belong to the dual space of \( V \), i.e., \( V' = H^{-1}(\Omega) \). Now, we introduce the following test space

\[ V := L^2(I; V) = \left\{ u : I \longrightarrow V \mid u \text{ is } V \text{-measurable and } \int_I ||u(t)||_V^2 \, dt < +\infty \right\}, \]

which is the space of all integrable functions in time that take values in \( V \). We denote the dual space of \( V \) as \( V' := L^2(I; V') \).

For the solution, we need \( u \in V \) and \( u_t \in V' \). So we define the following trial space

\[ U := \{ u \in V \mid u_t \in V' \}, \]

which is a subspace of all functions that are \( H^1 \) in time. Therefore, all functions in \( U \) are continuous in time.
Now, we multiply the advection-diffusion equation by the test functions $v \in \mathcal{V}$ and we integrate over the entire domain $\Omega \times I$. We also impose the initial condition in weak form. Finally, assuming that $f \in \mathcal{V}$ and $u_0 \in L^2(\Omega)$, the weak solution of problem (1) belongs to $\mathcal{U}$ and satisfies
\[
\int_I \langle u, t \rangle dt + \int_I (\nu \nabla u, \nabla v) dt + \int_I (\beta \cdot \nabla u, v) dt = \int_I \langle f, v \rangle dt, \quad \forall v \in \mathcal{V},
\]
\[
(u(0), w) = (u_0, w), \quad \forall w \in L^2(\Omega).
\] (2)

Here, $\langle \cdot, \cdot \rangle$ denotes the duality pairing between the spaces $\mathcal{V}$ and $\mathcal{V}'$, $(\cdot, \cdot)$ is the inner product in $L^2(\Omega)$, and:
\[
B(u, v) := \int_I \langle u, t \rangle dt + \int_I (\nu \nabla u, \nabla v) dt + \int_I (\beta \cdot \nabla u, v) dt.
\] (3)

3. Discretization

In this paper, we use finite elements for the spatial discretization. In time, we employ explicit methods and in order to derive them from (2), we need a discontinuous Petrov-Galerkin formulation of the problem.

3.1. Semidiscretization in time

We perform a partition of the time interval $\bar{I} = [0, T]$ as follows:
\[
0 = t_0 < t_1 < \ldots < t_{m-1} < t_m = T,
\]
and denote $I_k := (t_{k-1}, t_k)$, $\tau_k := t_k - t_{k-1}$, $\forall k = 1, \ldots, m$ and $\tau := \max_{1 \leq k \leq m} \tau_k$.

We select the following subspace of $\mathcal{V}$
\[
\mathcal{V}_r := \{ v \in L^2(I; \mathcal{V}) \mid v|_{(t_{k-1}, t_k]} \in P_r((t_{k-1}, t_k] ; \mathcal{V}) , \forall k = 1, \ldots, m, \, v(0) \in \mathcal{V} \},
\]
where $P_r(I_k; \mathcal{V})$ is the space of all polynomials with degree less than or equal to $r$ on the interval $I_k$ with values in $\mathcal{V}$. The functions in $\mathcal{V}_r$ could be discontinuous at each time step $t_k$, $\forall k = 1, \ldots, m$. By selecting $\mathcal{V}_r$ for trial and test spaces and employing a standard discontinuous Galerkin formulation of the problem, we obtain implicit methods in time for different values of $r$ [10].

However, we want to obtain explicit methods in time and, for that, we need to find the approximated solution of $u$ in a space different from $\mathcal{V}_r$
\[
\mathcal{U}_r := \{ u \in L^2(I; \mathcal{V}) \mid u|_{[t_{k-1}, t_k)} \in P_r([t_{k-1}, t_k); \mathcal{V}) , \forall k = 1, \ldots, m, \, u(T) \in \mathcal{V} \}.
\]
Here, $\mathcal{U}_\tau \subset \mathcal{V}$ is a more general space than $\mathcal{U}$, as the functions in $\mathcal{U}$ are continuous in time while functions in $\mathcal{U}_\tau$ could be discontinuous at each time step.

As we select discontinuous-in-time trial and test functions, we need a discontinuous Galerkin formulation of problem (2). Moreover, as the trial and test spaces $\mathcal{U}_\tau$ and $\mathcal{V}_\tau$ are different, we derive a discontinuous Petrov-Galerkin formulation of problem (2).

First, we define the jump of a function $v$ at instant $t_k$ as $J_v^{t_k} = v(t_k^+) - v(t_k^-)$, where

$$v(t_k^+) := \lim_{s \to 0^+} v(t_k + s), \quad v(t_k^-) := \lim_{s \to 0^+} v(t_k - s).$$

We integrate the bilinear form (3) by parts in time over each subinterval $I_k$ and obtain:

$$\int_{I_k} \left( -\langle u, v, t \rangle + (\nu \nabla u, \nabla v) + (\beta \cdot \nabla u, v) \right) dt + (u(t_k^-), v(t_k^-)) - (u(t_{k-1}^+), v(t_{k-1}^+)).$$

Now, we perform a *downwind* approximation of the solution at each time interface, i.e., we substitute $u(t_k^-)$ by $u(t_k^+)$ in the above expression. Finally, integrating by parts in time again, we have

$$\int_{I_k} \left( \langle u, v, t \rangle + (\nu \nabla u, \nabla v) + (\beta \cdot \nabla u, v) \right) dt + (u(t_k^+), v(t_k^-)) - (u(t_k^-), v(t_k^-)).$$

Therefore, summing up expression (4) for all time intervals and adding the initial condition, we arrive at the following discontinuous Petrov-Galerkin formulation of (2):

$$\left\{ \begin{array}{l}
\text{Find } u_\tau \in \mathcal{U}_\tau \text{ such that } \\
B_{\text{DG}}(u_\tau, v_\tau) = F(v_\tau) \quad \forall v_\tau \in \mathcal{V}_\tau,
\end{array} \right. \quad (5)$$

where $u_\tau$ denotes the semidiscrete approximation of $u$ and

$$B_{\text{DG}}(u, v) := \sum_{k=1}^{m} \int_{I_k} \left( \langle u, v, t \rangle + (\nu \nabla u, \nabla v) + (\beta \cdot \nabla u, v) \right) dt$$

$$+ \sum_{k=1}^{m} \left( [u]^k, v(t_k^-) \right) + (u(0^+), v(0^-)), \quad (6)$$

$$F(v) := \int_{I} \langle f, v \rangle dt + (u_0, v(0^-)),$$
and $B_{DG}(u, v) = B(u, v) + \sum_{k=1}^{m} \left( [u]^k, v(t_k^-) \right) + \left( u(0^+), v(0^-) \right)$. Thus, the bilinear form $B_{DG}(\cdot, \cdot)$ is a generalization of $B(\cdot, \cdot)$ for discontinuous-in-time functions. As the solution of (2) is continuous in time, then $[u]^k = 0$, $\forall k = 1, \ldots, m$, so, it also satisfies problem (5).

3.2. Semidiscretization in space

We consider dynamic meshes in space so we define one discrete space per time step, i.e., $V_h^k \subset V$, $\forall k = 0, \ldots, m$. We also define the fully discrete trial and test spaces $U_{\tau h} := \{ u \in L^2(I; V) \mid u|_{[t_{k-1}, t_k)} \in P_r([t_{k-1}, t_k); V_h^{k-1}), \forall k = 1, \ldots, m, u(T) \in V^m_h \}$,

$V_{\tau h} := \{ v \in L^2(I; V) \mid v|_{[t_{k-1}, t_k)} \in P_r([t_{k-1}, t_k); V_h^k), \forall k = 1, \ldots, m, v(0) \in V_0^h \}$,

where $U_{\tau h} \subset U_\tau$ and $V_{\tau h} \subset V_\tau$. The functions of the trial space $U_{\tau h}$ in $I_k$ take values in $V_h^{k-1}$, while functions of the test space $V_{\tau h}$ take values in $V_h^k$. Figure 1 illustrates this choice showing a displacement in time of the spaces $V_h^k$ and $V_h^{k-1}$, $\forall k = 1, \ldots, m$.

Then, we define the fully discrete problem as

\[
\begin{cases}
\text{Find } u_{\tau h} \in U_{\tau h} \text{ such that} \\
B_{DG}(u_{\tau h}, v_{\tau h}) = F(v_{\tau h}) \quad \forall v_{\tau h} \in V_{\tau h}.
\end{cases}
\]  

3.3. Forward Euler method ($r=0$)

In this section, we show that selecting piecewise constant functions in time ($r = 0$), implies that problem (7) is algebraically equivalent to the forward Euler method. By selecting different polynomial spaces in time for
trial $U_{th}$ and test $V_{th}$, we obtain higher order explicit Runge-Kutta methods, as described in [45].

First, we assume that the trial and test basis functions exhibit a cartesian product structure between time $t$ and space $x$. Then, we approximate the solution $u_{th}$ as (see Figure 2)

$$u_{th}(x, t) = \sum_{k=1}^{m} u_{h}^{k-1}(x)\phi^{k-1}(t) + u_{h}^{m}(x)\chi^{m}(t), \quad (8)$$

where $u_{h}^{k} \in V_{h}^{k}, \forall k = 0, \ldots, m$, and

$$\phi^{k-1}(t) = \begin{cases} 1, & t \in [t_{k-1}, t_{k}), \\ 0, & \text{elsewhere}, \end{cases} \quad \chi^{m}(t) = \begin{cases} 1, & t = t_{m}, \\ 0, & \text{elsewhere}. \end{cases}$$

Similarly, we select the following test functions (see Figure 2)

$$v_{h}^{0}(x)\chi^{0}(t), \quad v_{h}^{k}(x)\varphi^{k}(t), \quad \forall k = 1, \ldots, m,$$

where $v_{h}^{k} \in V_{h}^{k}, \forall k = 0, \ldots, m$, and

$$\chi^{0}(t) = \begin{cases} 1, & t = 0, \\ 0, & \text{elsewhere}, \end{cases} \quad \varphi^{k}(t) = \begin{cases} 1, & t \in (t_{k-1}, t_{k}], \\ 0, & \text{elsewhere}. \end{cases}$$

Since the test functions have local support in $(t_{k-1}, t_{k}]$ and are constant in time, we can split (7) into $m$ local-in-time problems:

$$\int_{I_k} \langle u_{rh}, v_{h}^{k} \rangle dt + \int_{I_k} \left( (\nu \nabla u_{rh}, \nabla v_{h}^{k}) + (\beta \cdot \nabla u_{rh}, v_{h}^{k}) \right) dt$$

$$+ \left( [u_{rh}]^{k}, v_{h}^{k} \right) = \int_{I_k} \langle f, v_{h}^{k} \rangle dt, \quad \forall k = 1, \ldots, m, \quad (9)$$
and for the initial condition we have \((u^0_h, v^0_h) = (u_0, v_0^h)\).

As the trial functions are constants in time, we have \(u_{\tau h}, t = 0\), and \(u_{\tau h}(t^k_h) = u^k_h\) and \(u_{\tau h}(t^{-1}_k) = u^{k-1}_h\). Then, problems (9) become

\[
\tau_k \left( \nu \nabla u^{k-1}_h, \nabla v^k_h \right) + \left( u^k_h - u^{k-1}_h, v^k_h \right) = \int_{I_k} \langle f, v^k_h \rangle \, dt, \quad \forall k = 1, \ldots, m.
\]

Finally, we can write (7) as

\[
\begin{cases}
\text{Find } u^k_h \in V^k_h, \; \forall k = 1, \ldots, m, \; \text{such that} \\
\left( u^k_h, v^k_h \right) = \left( u^{k-1}_h, v^k_h \right) - \tau_k \left( \nu \nabla u^{k-1}_h, \nabla v^k_h \right) \\
- \tau_k \left( \beta \cdot \nabla u^{k-1}_h, v^k_h \right) + \int_{I_k} \langle f, v^k_h \rangle \, dt, \; \forall v^k_h \in V^k_h,
\end{cases}
\]

which is the forward Euler method in time with a modified source term.

To obtain the classical forward Euler method, we can project the source term into the trial space as follows:

\[
f(x, t) = \sum_{k=1}^{m} f^{k-1}(x) \phi^{k-1}(t) + f^m(x) \chi^m(t),
\]

where \(f^k(x) := f(x, t_k)\). Then, as the functions \(\phi^{k-1}(t)\) are constants over \(I_k\), the source term in (11) becomes:

\[
\int_{I_k} \langle f, v^k_h \rangle \, dt = \int_{I_k} \langle f^{k-1}, v^k_h \rangle \, dt = \tau_k \langle f^{k-1}, v^k_h \rangle.
\]

As (11) is an explicit method, it is conditionally stable, which means that the time step size is constrained by the spatial resolution to keep the method stable. Thus, we ensure that the Courant-Friedrichs-Lewy (CFL) condition [46] is satisfied to recover proper stability of the method.

4. Output functionals and dual problem

We consider a linear functional \(L : U \subset V \rightarrow \mathbb{R}\), which is called the output functional and represents a physical quantity of interest of the solution.
Specifically, we consider linear output functionals of the form

\[ L(v) = \int_I \langle g, v \rangle \, dt + (z_T, v(T)), \quad (12) \]

where \( g \in \mathcal{V}' \) and \( z_T \in L^2(\Omega) \) are given functions.

We now introduce a dual problem governing a dual solution \( z \), which indicates how the error in every space-time point affects the error in the quantity of interest

\[
\int_I \langle z_t, v \rangle \, dt + \int_I (\nu \nabla z, \nabla v) \, dt - \int_I (\beta \cdot \nabla z, v) \, dt = \int_I \langle g, v \rangle \, dt, \quad \forall v \in \mathcal{V},
\]

\[
(z(T), w) = (z_T, w), \quad \forall w \in L^2(\Omega), \quad (13)
\]

where:

\[ B^*(z, v) := -\int_I \langle z_t, v \rangle \, dt + \int_I (\nu \nabla z, \nabla v) \, dt - \int_I (\beta \cdot \nabla z, v) \, dt, \]

is the adjoint operator of \( B(\cdot, \cdot) \).

Dual problem (13) is often employed to represent the error in the quantity of interest [47]. For this particular case, the corresponding strong formulation of (13) is

\[
\begin{aligned}
- z_t - \nabla \cdot (\nu \nabla z) - \beta \cdot \nabla z &= g \quad \text{in} \quad \Omega \times I, \\
\frac{\partial z}{\partial t} &= 0 \quad \text{in} \quad \partial \Omega \times I, \\
z(T) &= z_T \quad \text{in} \quad \Omega,
\end{aligned}
\]

(14)

where (14) states that the dual problem runs backwards in time.

4.1. Discretization of the dual problem

Analogous to the approach for the primal problem, we solve the dual problem (13) by employing an explicit method in time. The discontinuous Galerkin formulation of problem (13) that we propose is:

\[
\begin{cases}
\text{Find} \ z_T \in \mathcal{V}_T \ \text{such that} \\
B^*_{DG}(z_T, v) = L(v) \quad \forall v \in \mathcal{U}_T,
\end{cases}
\]

(15)

where \( B^*_{DG}(\cdot, \cdot) \) is the resulting bilinear form after integrating by parts the time derivative and the space advection terms of the form \( B_{DG}(\cdot, \cdot) \) (see
Appendix B for details):

\[
B^*_{DG}(z,v) := \sum_{k=1}^{m} \int_{I_k} \left( -\langle z_t,t \rangle + (\nu \nabla z, \nabla v) - (\beta \cdot \nabla z, v) \right) dt - \sum_{k=1}^{m} \left( \langle \langle z \rangle^{k-1}, v(t_{k-1}^+) \rangle + \langle z(T^-), v(T^+) \rangle \right).
\]

Now, we select the same subspaces as in the primal problem and we define the fully discrete problem as:

\[
\begin{align*}
\text{Find } z_{\tau h} \in V_{\tau h} & \text{ such that } \\
B^*_{DG}(z_{\tau h}, v_{\tau h}) &= L(v_{\tau h}), \quad \forall v_{\tau h} \in U_{\tau h}.
\end{align*}
\]

(16)

In (16), we shift the trial and test spaces for the discrete dual problem (16) with respect to those of the discrete primal problem (7).

4.2. Forward Euler method backwards in time (r=0)

We show that selecting constant functions in time (r = 0), problem (16) is also algebraically equivalent to the forward Euler method but running backwards in time.

We assume that the trial and test functions have tensor product structure and we approximate the solution \( z_{\tau h} \) as (see Figure 3):

\[
z_{\tau h}(x, t) = z_{0h}(x) \chi_0(t) + \sum_{k=1}^{m} z_{kh}(x) \varphi_k(t),
\]

(17)

where \( z_{kh} \in V_{kh}, \quad \forall k = 0, \ldots, m. \)

We select the following test functions (see Figure 3)

\[
v_{k-1h}(x) \phi_{k-1}(t), \quad \forall k = 1, \ldots, m, \quad v_{mh}(x) \chi_m(t),
\]

where \( v_{kh} \in V_{kh}, \quad \forall k = 0, \ldots, m. \) Here, functions \( \varphi_k(t), \phi_{k-1}(t), \chi_0(t) \) and \( \chi_m(t) \) are the same as those we define for the primal problem in Section 3.3.

Since the test functions have local support in \( [t_{k-1}, t_k) \) and are constant in time, we can split (16) in \( m \) local-in-time problems

\[
\int_{I_k} -\langle z_{\tau h}, v_{k-1h} \rangle \, dt + \int_{I_k} \left( \nu \nabla z_{\tau h}, \nabla v_{k-1h} \right) \, dt - \left( \langle \langle z_{\tau h} \rangle^{k-1}, v_{k-1h} \rangle \right) = \int_{I_k} \langle g, v_{k-1h} \rangle \, dt, \quad \forall k = 1, \ldots, m,
\]

(18)
and we have the final condition \((z^m_h, v^m_h) = (z_T, v^m_h)\).

As before, the trial functions are constant in time. Thus, we have \(z_{\tau h, t} = 0\). Since \(z_{\tau h}(t_{k-1}) = z^k_h\) and \(z_{\tau h}(t_{k-1}) = z^{k-1}_h\), problems (18) become

\[
\tau_k \left( \nu \nabla z^k_h, \nabla v^{k-1}_h \right) - \left( \beta \cdot \nabla z^k_h, v^{k-1}_h \right) + \int_{I_k} \langle g, v^{k-1}_h \rangle dt = \tau_k \left( \nu \nabla z^{k-1}_h, \nabla v^{k-1}_h \right) - \left( z^k_h - z^{k-1}_h, v^{k-1}_h \right) - \left( z^{k-1}_h - z^{k-2}_h, v^{k-1}_h \right) + \int_{I_k} \langle g, v^{k-1}_h \rangle dt.
\]

Finally, the fully discrete problem (16) becomes

\[
\begin{cases} 
\text{Find } z^{k-1}_h \in V_{k-1}^h, \forall k = m, \ldots, 1, \text{ such that} \\
\quad \left( z^{k-1}_h, v^{k-1}_h \right) = \left( z^k_h, v^{k-1}_h \right) - \tau_k \left( \nu \nabla z^k_h, \nabla v^{k-1}_h \right) + \tau_k \left( \beta \cdot \nabla z^k_h, v^{k-1}_h \right) \\
\quad + \int_{I_k} \langle g, v^{k-1}_h \rangle dt, \forall v^{k-1} \in V^k_{k-1} \\
\quad \left( z^m_h, v^m_h \right) = \left( z_T, v^m_h \right), \forall v^m_h \in V^m_h,
\end{cases}
\]

which is also a variant of the forward Euler method but running backwards in time.

As for the primal problem, to obtain the classical forward Euler method, we can project \(g(x, t)\) using

\[
g(x, t) = g^0(x)\chi^0(t) + \sum_{k=1}^{m} g^k(x)\phi^k(t),
\]

Figure 3: Trial and test functions for the dual problem when \(r = 0\).
where \( g^k(x) := g(x, t_k) \). Then, as functions \( \varphi^k(t) \) are constants over \( I_k \), the source term in (20) becomes

\[
\int_{I_k} \left< g, v_h^{k-1} \right> dt = \int_{I_k} \left< g^k, v_h^{k-1} \right> dt = \tau_k \left< g^k, v_h^{k-1} \right>.
\]

**Remark 1.** We could discretize the primal (2) and dual (13) problems employing higher-order explicit Runge-Kutta methods in time using the basis functions described in [45]. However, as shown in [45], for higher order in time, the spaces in the dual problem (16) are not necessarily the same as those for the primal problem (7).

5. Error representation

In this section, we represent the error in the quantity of interest for the lowest order case \((r = 0)\).

5.1. Continuous error representation

Since (2) and (13) also satisfy (5) and (15), respectively, we consider the following continuous and discrete primal problems:

\[
\begin{aligned}
\text{Find } u \in \mathcal{U} \text{ and } u_{rh} \in \mathcal{U}_{rh} \text{ such that:} \\
B_{DG}(u, v) = F(v), \quad \forall v \in \mathcal{V}, \\
B_{DG}(u_{rh}, v_{rh}) = F(v_{rh}), \quad \forall v_{rh} \in \mathcal{V}_{rh},
\end{aligned}
\]

and their corresponding dual problems:

\[
\begin{aligned}
\text{Find } z \in \mathcal{U} \text{ and } z_{rh} \in \mathcal{V}_{rh} \text{ such that:} \\
B^*_{DG}(z, v) = L(v), \quad \forall v \in \mathcal{V}, \\
B^*_{DG}(z_{rh}, v_{rh}) = L(v_{rh}), \quad \forall v_{rh} \in \mathcal{U}_{rh}.
\end{aligned}
\]

We define the errors of the primal and dual problems as:

\[
e := u - u_{rh}, \quad \varepsilon := z - z_{rh}.
\]
Since \( V_{\tau h} \) is a subspace of \( V \), equation (21) also holds for all functions in \( V_{\tau h} \). Therefore, we can substitute \( v_{\tau h} \) into (21). Now, subtracting equation (22) from (21) and using the bilinearity of \( B_{DG}(\cdot, \cdot) \), we express the Galerkin orthogonality as

\[
B_{DG}(e, v_{\tau h}) = 0, \quad \forall v_{\tau h} \in V_{\tau h}.
\]  

(25)

In the following theorem we represent the error in the quantity of interest as an integral over the whole domain \( \Omega \times I \).

**Theorem 1.** (Continuous error representation) Let \( B_{DG}(\cdot, \cdot) \) be the bilinear form defined in Eq. (6), \( L(\cdot) \) the output functional defined in Eq. (12) and \( e \) and \( \varepsilon \) the errors of the primal and dual problems, respectively. It holds that

\[
L(e) = B_{DG}(e, \varepsilon).
\]

(26)

**Proof.** Equation (23) holds for the error of the primal problem \( e = u - u_{\tau h} \) because \( u \in U \subset V \) and \( u_{\tau h} \in U_{\tau h} \subset U \subset V \). Therefore, \( e \in V \) and by substituting it in (23), we obtain

\[
L(e) = B_{DG}^*(z, e),
\]

integrating by parts the time derivative and the advection space term, we have

\[
L(e) = B_{DG}(e, z).
\]

Finally, the Galerkin orthogonality (25) is satisfied for \( z_{\tau h} \in V_{\tau h} \). Thus,

\[
L(e) = B_{DG}(e, z) - B_{DG}(e, z_{\tau h}) = B_{DG}(e, \varepsilon).
\]

5.2. Discrete error representation

In the error representation (26), we need the exact solutions \( u \) and \( z \) of the primal and dual problems, respectively. Since they are unavailable, we approximate them numerically. We obtain such approximations by, for instance, enriching the subspaces \( U_{\tau h} \) and \( V_{\tau h} \), and selecting

\[
u \simeq u_{\tau h} \in U_{\tau h}, \quad z \simeq z_{\tau h} \in V_{\tau h},
\]

where \( U_{\tau h} \) and \( V_{\tau h} \) are the subspaces obtained from splitting in half each spatial element of \( U_{\tau h} \), \( V_{\tau h} \), respectively. We do not consider a finer space in time since in our adaptive strategy we are only interested on representing the error induced by a poor space discretization.
We define the following discrete errors:
\[
e_{\tau h} := u_{\tau h}^2 - u_{\tau h}, \quad \varepsilon_{\tau h} := z_{\tau h}^2 - z_{\tau h}.
\]
We approximate the exact error as:
\[
e = u - u_{\tau h} \sim u_{\tau h} \neq e_{\tau h},
\]
\[
\varepsilon = z - z_{\tau h} \sim z_{\tau h} \neq \varepsilon_{\tau h}.
\]
We define the approximated errors at each time step \(k = 0, \ldots, m\) as:
\[
e_k = u_k^2 - u_k, \quad \varepsilon_k = z_k^2 - z_k.
\]

We now focus on reducing the error in the quantity of interest coming from the spatial discretization \(L(e_{\tau h})\). Hence, we need a discrete version of Theorem 1.

To do so, we solve the primal and dual problems at two levels of discretization, i.e.,
\[
\begin{align*}
\text{Find } u_{\tau h} \in U_{\tau h} \text{ and } u_{\tau h} \in U_{\tau h} \text{ such that } & \\
B_{DG}(u_{\tau h}, v_{\tau h}) = F(v_{\tau h}), \quad \forall v_{\tau h} \in V_{\tau h}, & \quad (27) \\
B_{DG}(u_{\tau h}, v_{\tau h}) = F(v_{\tau h}), \quad \forall v_{\tau h} \in V_{\tau h}, & \quad (28)
\end{align*}
\]
\[
\begin{align*}
\text{Find } z_{\tau h} \in V_{\tau h} \text{ and } z_{\tau h} \in V_{\tau h} \text{ such that } & \\
B^*(z_{\tau h}, v_{\tau h}) = L(v_{\tau h}), \quad \forall v_{\tau h} \in U_{\tau h}, & \quad (29) \\
B^*(z_{\tau h}, v_{\tau h}) = L(v_{\tau h}), \quad \forall v_{\tau h} \in U_{\tau h}, & \quad (30)
\end{align*}
\]
As the discrete solutions are piecewise constant in time, and taking into account the discretization we select in (8) and (17), we simplify the bilinear forms \(B_{DG}(\cdot, \cdot)\) and \(B^*_{DG}(\cdot, \cdot)\) at the discrete level as
\[
B_{DG}(u_{\tau h}, v_{\tau h}) = \sum_{k=1}^{m} \left( u_k^2 - u_k^{k-1}, v_k \right) + \tau_k \left( \nu \nabla u_k^{k-1}, \nabla v_k \right) + \tau_k \left( \beta \cdot \nabla u_k^{k-1}, v_k \right) + (u_0^0, v_0^0),
\]
\[
B^*_{DG}(z_{\tau h}, v_{\tau h}) = \sum_{k=1}^{m} \left( z_k^{k-1} - z_k^0, v_k \right) + \tau_k \left( \nu \nabla z_k^{k-1}, \nabla v_k^{k-1} \right) - \tau_k \left( \beta \cdot \nabla z_k^{k-1}, v_k \right) + (z_0^0, v_0^0).
\]
Since $V_{\tau h}$ is a subspace of $V_{\frac{\tau h}{2}}$ and following the same argument as for the continuous level, we express the discrete Galerkin orthogonality as

$$B_{DG}(e_h, v_{\tau h}) = 0, \ \forall v_{\tau h} \in V_{\tau h}.$$ \hfill (32)

**Theorem 2. (Discrete error representation).** Let $B_{DG}(\cdot, \cdot)$ be the bilinear form defined in Eq. (31), $L(\cdot)$ the output functional defined in Eq. (12), and $e_{\tau h}$ and $\varepsilon_{\tau h}$ the discrete errors of the primal and dual problems, respectively. It holds that

$$L(e_{\tau h}) = B_{DG}^*(e_{\tau h}, z_{\frac{\tau h}{2}}),$$ \hfill (33)

**Proof.** Since $e_{\tau h} = u_{\tau h} - u_{\tau h} \in U_{\frac{\tau h}{2}}$, we have that

$$L(e_{\tau h}) = B_{DG}^*(z_{\frac{\tau h}{2}}, e_{\tau h}),$$

and equivalently:

$$L(e_{\tau h}) = \sum_{k=1}^{m} \left( z_{\frac{\tau h}{2}}^{k-1} - z_{\frac{\tau h}{2}}^k, e_{\tau h}^k \right) + \tau_k \left( \nu \nabla z_{\frac{\tau h}{2}}^k, \nabla e_{\tau h}^{k-1} \right) - \tau_k \left( \beta \cdot \nabla z_{\frac{\tau h}{2}}^k, e_{\tau h}^{k-1} \right) + \left( z_{\frac{\tau h}{2}}^m, e_{\tau h}^m \right).$$ \hfill (34)

Now, we reorganize the first and the last terms of (34)

$$= \sum_{k=0}^{m-1} \left( z_{\frac{\tau h}{2}}^k, e_{\tau h}^k \right) - \sum_{k=1}^{m} \left( z_{\frac{\tau h}{2}}^{k-1}, e_{\tau h}^k \right) + \left( z_{\frac{\tau h}{2}}^m, e_{\tau h}^m \right)$$

$$= \sum_{k=1}^{m} \left( z_{\frac{\tau h}{2}}^k, e_{\tau h}^k \right) - \sum_{k=1}^{m} \left( z_{\frac{\tau h}{2}}^{k-1}, e_{\tau h}^k \right) + \left( z_{\frac{\tau h}{2}}^0, e_{\tau h}^0 \right)$$

$$= \sum_{k=1}^{m} \left( z_{\frac{\tau h}{2}}^k, e_{\tau h}^k - e_{\tau h}^{k-1} \right) + \left( z_{\frac{\tau h}{2}}^0, e_{\tau h}^0 \right),$$

and by integrating the advection term in (34) by parts in space, we get:

$$L(e_{\tau h}) = \sum_{k=1}^{m} \left( z_{\frac{\tau h}{2}}^k, e_{\tau h}^k - e_{\tau h}^{k-1} \right) + \tau_k \left( \nu \nabla z_{\frac{\tau h}{2}}^k, \nabla e_{\tau h}^{k-1} \right) + \tau_k \left( z_{\frac{\tau h}{2}}^k, \beta \cdot \nabla e_{\tau h}^{k-1} \right) + \left( z_{\frac{\tau h}{2}}^m, e_{\tau h}^m \right).$$

Then, we have

$$L(e_{\tau h}) = B_{DG}(e_{\tau h}, z_{\frac{\tau h}{2}}),$$
and finally, applying the discrete Galerkin orthogonality (32) with \( z_{\tau h} \in V_{\tau h} \) we obtain

\[
L(e_{\tau h}) = B_{DG}(e_{\tau h}, z_{\tau h}^2) - B_{DG}(e_{\tau h}, z_{\tau h}^2) = B_{DG}(e_{\tau h}, \varepsilon_{\tau h}).
\]

\[\square\]

**Remark 2.** In problems (11) and (20), if we employ the spectral element method in space, we obtain diagonal mass matrices for each time step, which is computationally cheaper to solve than employing the finite element method. However, the spectral element method does not integrate exactly the \( L^2 \)-terms of the operator \( B_{DG}(\cdot, \cdot) \), and therefore, we loose the equality of Theorem 2. Nonetheless, we could still use it to approximate the error representation.

6. Goal-oriented adaptivity in space for explicit in time methods

In this section, we describe an explicit goal-oriented adaptive algorithm that performs local refinements in space and global refinements in time based on the CFL condition.

6.1. Goal-oriented adaptivity in space

The goal-oriented adaptive strategy in space we propose is based on the error representation (33):

\[
L(e_{\tau h}) = (e_0, \varepsilon_0) + \sum_{k=1}^{m} (e_{k} - e_{k-1}, \varepsilon_{k}) + \tau_k \left( \nu \nabla e_{k-1}, \nabla \varepsilon_{k} \right) + \tau_k \left( \beta \cdot \nabla e_{k-1}, \varepsilon_{k} \right).
\]

(35)

Equivalently, we can express (35) as follows

\[
L(e_{\tau h}) = \sum_{i=1}^{n_0} (e_0, \varepsilon_0)_{\Omega_i^0} + \sum_{k=1}^{m} \sum_{i=1}^{n_k} (e_{k} - e_{k-1}, \varepsilon_{k})_{\Omega_i^k} + \tau_k \left( \nu \nabla e_{k-1}, \nabla \varepsilon_{k} \right)_{\Omega_i^k} + \tau_k \left( \beta \cdot \nabla e_{k-1}, \varepsilon_{k} \right)_{\Omega_i^k},
\]

(36)

where \( \{\Omega_i^k\}_{i=1,...,n_k}, \forall k = 0, \ldots, m \) is a partition of the spatial domain \( \Omega \) at \( t = t_k \) and \( (\cdot, \cdot)_{\Omega_i^k} \) is the restriction of the inner product in \( L^2(\Omega) \) to each element \( \Omega_i^k \).
Finally, applying the triangle inequality in (36), we obtain the following upper bound of the error in the quantity of interest:

\[
|L(e_{\tau h})| \leq \sum_{i=1}^{n_0} \left| (e^0_h, \varepsilon^0_h)_{\Omega_0^i} \right| + \sum_{k=1}^{m} \sum_{i=1}^{n_k} \left| (e^k_h - e^{k-1}_h, \varepsilon^k_h)_{\Omega_k^i} \right|
\]

\[
+ \tau_k \left( \nu \nabla e^{k-1}_h, \nabla \varepsilon^k_h \right)_{\Omega_k^i} + \tau_k \left( \beta \cdot \nabla e^{k-1}_h, \varepsilon^k_h \right)_{\Omega_k^i},
\]

which we use to guide the goal-oriented adaptive process.

We define the error estimator of each time step as

\[
Est_k := \sum_{i=0}^{n_k} \eta^k_i, \quad \forall k = 0, \ldots, m,
\]

where

\[
\eta^0_i := (e^0_h, \varepsilon^0_h)_{\Omega_i^0},
\]

\[
\eta^k_i := \left( e^k_h - e^{k-1}_h, \varepsilon^k_h \right)_{\Omega_i^k} + \tau_k \left( \nu \nabla e^{k-1}_h, \nabla \varepsilon^k_h \right)_{\Omega_i^k} + \tau_k \left( \beta \cdot \nabla e^{k-1}_h, \varepsilon^k_h \right)_{\Omega_i^k},
\]

are the error estimators of each spatial element \( \Omega_i^k \) at each time step.

We employ error estimators (38) and (39) to decide which space-time elements we need to refine in space in order to reduce the error in the quantity of interest.

6.2. Time adaptivity based on the CFL condition

We adapt the time mesh to ensure that the CFL condition is satisfied. As explained in Section 3, scheme (11) is explicit so it is conditionally stable. Similarly, scheme (20) is explicit and, therefore, the CFL condition must be satisfied in both problems to ensure the stability of the discretization.

Even if we solve both problems in the same space-time grid, the information is propagated in opposite directions, as the dual problem runs backward in time. Figure 4 illustrates the influence area of a space-time point and the direction of the information of each problem. Schemes (11) and (20) must capture those areas of influence. Hence, we have to address two CFL conditions: one for the primal problem and another for the dual problem.

If we denote by \( h_k \) the minimum element size of the spatial mesh at \( t_k \), the two CFL conditions are

\[
\frac{\tau_k}{h_k^2} \nu < \frac{1}{6} \quad \text{(dual)}, \quad \frac{\tau_{k+1}}{h_k^2} \nu < \frac{1}{6} \quad \text{(primal)},
\]
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where $\tau_k = t_k - t_{k-1}$ and $\tau_{k+1} = t_{k+1} - t_k$.

Therefore, we adapt the time grid based on the CFL conditions defined in (40). Once the spatial meshes are refined, we identify those time intervals where the CFL conditions are not satisfied and we split them by introducing new synchronous levels of spatial discretization (spatial meshes). Figure 5 shows the adaptive process in time. We have $h_k^2$ in (40), thus we need to split the time step by four in order to satisfy the conditions.

There are different options to select the spatial meshes we insert in a time interval. In Figure 5 we employ the same spatial mesh as the one associated to $t_{k-1}$, but it could be the one from $t_k$ or, for example, the union of the spaces associated to both meshes. We obtain similar results in Section 7 by employing different approaches.

**6.3. Algorithm**

Algorithm 1 describes our goal-oriented adaptive process in space together with a CFL-based adaptive process in time.

The input arguments of Algorithm 1 are the time grid $\{\tau_k\}_{k=1,...,m}$, the spatial mesh at each time step $\{\mathcal{M}_h^k\}_{k=0,...,m}$, the tolerance $tol$ for the error in the quantity of interest and two parameters $\theta, \lambda \in [0, 1]$.

We first calculate the primal solutions $u_{\tau h}$ and $u_{\tau h^2}$ forward in time and we compute the dual solutions $z_{\tau h}$ and $z_{\tau h^2}$ backwards in time. Then,
we estimate $\text{Est}_k$ and $\eta^k_i$ and for all spatial meshes satisfying $|\text{Est}_k| \geq \theta \cdot \max_{0 \leq k \leq m} |\text{Est}_k|$, we refine those elements in space that satisfy $|\eta^k_i| \geq \lambda \cdot \max_{1 \leq i \leq n_k} |\eta^k_i|$. Finally, we refine those time intervals where the CFL conditions (40) are not satisfied. The process ends when the relative error

$$QoI := \left| \frac{L(e_{r\theta})}{L(u_{r\theta/2})} \right| \cdot 100,$$

is below a user-prescribed fixed tolerance $\text{tol}$.

**Algorithm 1** Goal-oriented in space and CFL-based in time adaptivity

1: **Input:** $\{\tau_k\}_{k=1}^{m}, \{\mathcal{M}_h^k\}_{k=0}^{m}, \text{tol}, \theta, \lambda$
2: Compute $u_{r\theta}, u_{r\theta/2}$ and $e_{r\theta}$
3: Compute $z_{r\theta}, z_{r\theta/2}$ and $\varepsilon_{r\theta}$
4: Estimate $QoI$
5: **while** $QoI > \text{tol}$ **do**
6: **for** $k = 0$ to $m$ and $i = 1$ to $n$ **do**
7: Compute $\eta^k_i$ and $\text{Est}_k$
8: **end for**
9: **for** $k = 0$ to $m$ and $i = 1$ to $n$ **do**
10: **if** $|\text{Est}_k| \geq \theta \cdot \max_{0 \leq k \leq m} |\text{Est}_k|$ and $|\eta^k_i| \geq \lambda \cdot \max_{1 \leq i \leq n_k} |\eta^k_i|$ **then**
11: Refine element $\Omega^k_i$ of $\mathcal{M}_h^k$
12: **end if**
13: **end for**
14: **for** $k = 1$ to $m$ **do**
15: **if** CFL-conditions are not satisfied in $I_k$ **then**
16: Refine interval $I_k$
17: **end if**
18: **end for**
19: Compute $u_{r\theta}, u_{r\theta/2}$ and $e_{r\theta}$
20: Compute $z_{r\theta}, z_{r\theta/2}$ and $\varepsilon_{r\theta}$
21: Estimate $QoI$
22: **end while**

**Remark 3.** In Algorithm 1 we have two meshes at each time step: the fine mesh and the coarse mesh, $\mathcal{M}_h^k$ and $\mathcal{M}_h^{k/2}$, respectively. The errors $e_{r\theta}^k$ and $\varepsilon_{r\theta}^k$ are computed in the fine mesh $\mathcal{M}_h^k$, whereas the estimators $\eta^k_i$ are calculated over each element of the coarse mesh $\mathcal{M}_h^{k/2}$.
Remark 4. In Algorithm 1 (line 10) we employ the maximum strategy [48]. Graphically, we can interpret this method as in Figure 6. First, we order, for example, all the estimators in time from highest to lowest. Then, we draw a horizontal line at \( \theta \cdot \max_{0 \leq k \leq m} |Est_k| \). Finally, we refine those spatial meshes whose estimators are above the line.

![Figure 6: Maximum strategy.](image)

7. Numerical results

7.1. Diffusion problem

We consider \( d = 1, \Omega = (0,1), T = 2, \beta = 0, f(x,t) = (1 + \pi^2 t) \sin(\pi x) \) and \( u(x,0) = 0 \). We select a discontinuous diffusion coefficient:

\[
\nu(x) = \begin{cases} 
0.01, & x \in [0.25,0.75], \\
0.001, & \text{elsewhere},
\end{cases}
\]

and the following output functional

\[
L(u) = \int_I \int_{\Omega_0} u(x,t)dxdt,
\]

where \( \Omega_0 = (0,0.25) \cup (0.75,1) \).

Figure 7 shows the primal (2) and dual (13) reference solutions. In Figure 8 we can see the relative error in the quantity of interest and the upper bound (37) when we perform four uniform space-time refinements. We start with \( 2^3 \) elements in space and 40 time steps for the first iteration. Then, we split each time interval four times by applying uniform refinements in space in
order to satisfy the CFL condition. We calculate the total number of degrees of freedom as the sum of the degrees of freedom of each spatial mesh, i.e.,

$$\text{DoF}_T = \sum_{k=0}^{m} \text{DoF}(\Omega^k).$$

Figure 7: Colormap of the primal (2) (left) and dual (13) (right) problems.

Figure 8: Error in the quantity of interest and upper bound (37) when we perform uniform space-time refinements.

In Algorithm 1 we set 40 time steps, $2^3$ elements in space, $\theta = \lambda = 0.3$ and $tol = 0.01\%$. In the first iteration, we select the number of time steps in such a way that we obtain limit values of the CFL conditions. Then, the algorithm is going to refine those time intervals where the CFL violated.
Figure 9 exhibits the adapted space-time mesh after 28 iterations and Figure 10 shows the relative error in the quantity of interest and the upper bound (37). As a comparison, for uniform refinements we need more than $10^5$ degrees of freedom to achieve a relative error of 0.01%, while for the adaptive method we need around $5 \cdot 10^3$.

![Figure 9: Adapted space-time mesh.](image)

![Figure 10: Error in the quantity of interest and upper bound (37) when we perform local refinements in space.](image)
7.2. Advection-diffusion problem

Let $d = 1$, $\Omega = (0,1)$ and $T = 0.5$. We consider problem (1) with $\nu = 0.015$, $\beta = 1.5$, $f(x,t) = 0$,

$$u_0(x) = \begin{cases} 1, & x \in [0.125, 0.375], \\ 0, & \text{elsewhere}, \end{cases}$$

and we select the following output functional

$$L(u) = \int_{I_0} \int_{\Omega_0} u(x,t)dxdt,$$

where $\Omega_0 \times I_0 = (0.75,1) \times (0.4,0.5]$ is a subdomain of $\Omega \times I$.

Figure 11 shows the reference solutions of the primal (2) and dual (13) problems. We observe that in the primal problem, the initial condition is propagated. Due to the boundary conditions, a boundary layer is formed in the final time steps at the right endpoint of the spatial domain. We are interested in reducing the error of the solution in such boundary layer. Figure 12 shows the relative error in the quantity of interest and the upper bound (37) when we perform four uniform space-time refinements starting with 15 time steps and $2^3$ elements in space.

We again set $\theta = \lambda = 0.3$ and $tol = 0.5\%$ in Algorithm 1. Figure 13 shows the adapted space-time mesh after 37 iterations. Figure 14 exhibits the relative error in the quantity of interest and the upper bound when we perform local refinements in space. We conclude that the convergence ratio in this case is similar to uniform space-time refinements as we are not heavily employing local space-time refinements.
Figure 11: Colormap of the primal (left) and dual (right) problems.

Figure 12: Error in the quantity of interest and upper bound when we perform uniform space-time refinements.
Figure 13: Adapted space-time mesh.
7.3. Symmetric estimator

We consider $d = 1$, $\Omega = (0, 1)$, $T = 0.5$, $\nu = 0.015$, $\beta = 0$, $f(x, t) = 0$ and

$$u_0(x) = \begin{cases} 
1, & x \in [0.125, 0.375], \\
0, & \text{elsewhere},
\end{cases}$$

and we select the following output functional

$$L(u) = \int_{\Omega} u(x, T) dx,$$

where $\Omega_0 = (0.625, 0.875) \subset \Omega$. Figure 15 shows the primal and dual reference solutions where both solutions are symmetric and they run in opposite directions in time. Figure 16 exhibits the relative error in the quantity of interest and the upper bound after 4 uniform space-time refinements starting from $2^3$ elements in space and 15 time steps.

For Algorithm 1 we again set $\theta = \lambda = 0.3$ and $tol = 3\%$. Employing the operator $B_{DG}(\cdot, \cdot)$ as the adaptive criteria, the algorithm tends to refine the mesh to reduce the error of the primal problem. Analogously, if we employ $B_{DG}^*(\cdot, \cdot)$, then the algorithm applies refinements to reduce the error of the dual problem. Therefore, to obtain a symmetric adapted mesh we employ the following symmetric error representation

$$L(e_{\tau h}) = \frac{1}{2} B_{DG}(e_{\tau h}, e_{\tau h}) + \frac{1}{2} B_{DG}^*(e_{\tau h}, e_{\tau h}).$$

(41)
Figures 17 and 18 show the adapted space-time meshes and the relative errors in the quantity of interest, respectively, when we employ $B_{DG}(\cdot, \cdot)$ and $B_{DG}^*(\cdot, \cdot)$ as adaptive criteria. Both graphics in Figure 18 are the same because the problem is symmetric. Figure 19 shows the adapted space-time mesh after 4 iterations and the relative error in the quantity of interest when we employ the symmetric operator (41). We conclude that with estimator $B_{DG}(\cdot, \cdot)$ or $B_{DG}^*(\cdot, \cdot)$, we need 10 iterations to achieve an error of 3% while with symmetric estimator (41) we only need four iterations. Moreover, the space-time mesh obtained employing (41) is symmetric.

![Figure 15: Colormap of the primal (2) (left) and dual (13) (right) problems.](image1)

![Figure 16: Error in the quantity of interest and upper bound (37) when we perform uniform space-time refinements.](image2)

29
Figure 17: Adapted mesh employing $B_{DG}(\cdot, \cdot)$ (left) and adapted mesh employing $B^*_{DG}(\cdot, \cdot)$ (right).

Figure 18: Error in the quantity of interest and upper bounds employing $B_{DG}(\cdot, \cdot)$ (left) and $B^*_{DG}(\cdot, \cdot)$ (right).
Another strategy could be to select, for each space-time element, the following estimator
\[
\mu_i^k := \max\{\eta_i^k, \eta_i^{s,k}\}, \ \forall k = 0, \ldots, m,
\]
where \(\eta_i^k\) are the estimators defined in (39) and \(\eta_i^{s,k}\) are defined from the dual operator \(\forall k = 1, \ldots, m\)
\[
\eta_i^{s,k} := \left(\varepsilon_h^{k-1} - \varepsilon_h^k, e_h^{k-1}\right)_{\Omega_i^k} + \tau_k \left(\nu \nabla \varepsilon_h^k, \nabla e_h^{k-1}\right)_{\Omega_i^k} - \tau_k \left(\beta \cdot \nabla \varepsilon_h^k, e_h^{k-1}\right)_{\Omega_i^k},
\]
\[
\eta_i^{s,m} := \left(\varepsilon_h^m, e_h^m\right)_{\Omega_i^m}.
\]

Figure 20 shows the adapted space-time mesh after 5 iterations and the relative error in the quantity of interest when we employ operator (42). The estimator (42) also yields a symmetric mesh. In this example, with estimator (41) we need more than \(10^3\) degrees of freedom to achieve an error of 3\% while with estimator (42) we need less than \(10^3\) degrees of freedom to reach an error of 1\%, although in this last case, we observe an erratic behavior of the error in the quantity of interest.

It is of a great interest in this area the work developed by Parés et. al. in [37, 38], where the authors define primal and adjoint errors that are symmetric both in space and time to perform the goal-oriented adaptivity. A similar approach could be pursued on our work, and this could be a subject for future contributions.
8. Conclusions

We propose an explicit-in-time goal-oriented adaptive algorithm for the linear advection-diffusion equation. We derive the forward Euler method from a space-time variational formulation of the primal employing constant-in-time trial and test function. For that, we need a discontinuous Petrov-Galerkin formulation. Interchanging the trial and test spaces, we also derive the forward Euler method for the dual problem but running backwards in time. Then, the error in the quantity of interest is expressed employing the errors in space of the primal and dual problems. The adaptive algorithm we propose performs local goal-oriented adaptive refinements in space. The time grid is adapted locally (for the entire space) based on the CFL condition in order to ensure the stability of the method. We show the performance of the algorithm in one-dimensional diffusion and advection-diffusion problems.

A possible extension of this work is to perform space-time goal-oriented adaptivity employing higher-order explicit time-marching schemes, as those shown in [45]. Another possible application is to perform local space-time (goal-oriented) refinements employing space-time FEM that are equivalent to explicit methods in time. We will also develop goal-oriented adaptive algorithms for higher-dimensionality problems in space.
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Appendix A. Stability

The stability of problems (11) and (20) depends on whether the eigenvalues of the matrix $A := -M^{-1}(K + R)$ (where $M$, $K$ and $R$ are the mass, stiffness and weak derivative matrices, respectively) are included in the stability region of the time integration method. Figure A.21 shows the stability regions of the explicit Runge-Kutta methods of $s$ stages and order $p$, when $s = p$. The forward Euler method is a Runge-Kutta method with $s = p = 1$ [49].

Now, we derive the CFL condition for one space dimension. We assume that $\nu > 0$ and $\beta$ are constants. We consider uniform spatial and temporal meshes, where $h$ is the size of each element in space and $\tau$ is the time step...
size. If we employ piecewise linear basis functions in space, the elemental matrices are

$$M_{\text{elem}} = h \begin{pmatrix} 1/3 & 1/6 \\ 1/6 & 1/3 \end{pmatrix}, \quad K_{\text{elem}} = \nu h \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix}, \quad R_{\text{elem}} = \beta \begin{pmatrix} -1/2 & -1/2 \\ 1/2 & 1/2 \end{pmatrix}.$$ 

Matrix $A$ has real negative eigenvalues, so it is enough to require that the greatest eigenvalue in module satisfies

$$-2 < \lambda_{\text{max}} \tau < 0 \quad (A.1)$$

to ensure that all eigenvalues of $A$ are included in the stability region of both methods. The greatest eigenvalue in module of matrix $A$ is $\lambda_{\text{max}} = \frac{-12\nu}{h^2}$. Hence, condition (A.1) becomes

$$\frac{\tau \nu}{h^2} < \frac{1}{6},$$

which is the CFL condition of both methods (11) and (20) to ensure the stability in one space dimension.
On the other hand, in the advection-diffusion equation, numerical instabilities occur when the Péclet number is large [50, 51]

\[ Pe := \frac{||\beta||h}{2\nu}. \]

Appendix B. Definition of \( B^\ast_{DG}(\cdot, \cdot) \)

In this appendix, we explain how we derive \( B^\ast_{DG}(\cdot, \cdot) \) from \( B_{DG}(\cdot, \cdot) \). In Section 3 we defined \( B_{DG}(\cdot, \cdot) \) as

\[ B_{DG}(u,v) := \sum_{k=1}^{m} \int_{I_k} \left( \langle u, v \rangle + (\nu \nabla u, \nabla v) + (\beta \cdot \nabla u, v) \right) dt \]

(B.1)

if we integrate by parts in time the first integral of (B.1) we obtain

\[ \sum_{k=1}^{m} \int_{I_k} \langle u, v \rangle dt + \sum_{k=1}^{m} \left( (u(t_k^-), v(t_k^-)) - (u(t_k^+), v(t_k^-)) \right). \]

(B.2)

Now, we add to expression (B.2) the jump terms and the initial condition of (B.1) and we have

\[ \sum_{k=1}^{m} \int_{I_k} - \langle u, v \rangle dt - \sum_{k=1}^{m} (u(t_k^-), v(t_k^-)) - \sum_{k=1}^{m} (u(t_k^+), v(t_k^-)) \]

\[ + \sum_{k=1}^{m} (u(t_k^+), v(t_k^+)) - \sum_{k=1}^{m} (u(t_k^-), v(t_k^-)) + (u(0^+), v(0^-)). \]

Simplifying the last expression

\[ \sum_{k=1}^{m} \int_{I_k} - \langle u, v \rangle dt - \sum_{k=1}^{m-1} (u(t_{k-1}^+), v(t_{k-1}^+)) + \sum_{k=0}^{m} (u(t_k^+), v(t_k^-)), \]

Equivalently

\[ \sum_{k=1}^{m} \int_{I_k} - \langle u, v \rangle dt - \sum_{k=1}^{m-1} (u(t_{k-1}^-), v(t_{k-1}^+)) + \sum_{k=0}^{m-1} (u(t_k^+), v(t_k^-)) + (u(T^+), v(T^-)), \]
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and fixing the indices, we obtain
\[
\sum_{k=1}^{m} \int_{I_k} -\langle u, v, t \rangle \, dt - \sum_{k=1}^{m} (u(t_{k-1}^+), v(t_{k-1}^-)) + \sum_{k=1}^{m} (u(t_{k-1}^+), v(t_{k-1}^-)) + (u(T^+), v(T^-)).
\]

Therefore, we have the following expression
\[
\sum_{k=1}^{m} \int_{I_k} \left( -\langle u, v, t \rangle + (\nu \nabla u, \nabla v) + (\beta \cdot \nabla u, v) \right) \, dt - \sum_{k=1}^{m} \left( u(t_{k-1}^+), [v]^{k-1} \right) + (u(T^+), v(T^-)).
\]

Finally, integrating by parts in space the advection term and as the advection field is divergence free ($\nabla \cdot \beta = 0$), we obtain
\[
\sum_{k=1}^{m} \int_{I_k} \left( -\langle u, v, t \rangle + (\nabla u, \nu \nabla v) - (u, \beta \cdot \nabla v) \right) \, dt - \sum_{k=1}^{m} \left( u(t_{k-1}^+), [v]^{k-1} \right) + (u(T^+), v(T^-)).
\]

Then, we define the discontinuous Galerkin bilinear form for the dual problem as
\[
B_{\text{DG}}^*(z, v) := \sum_{k=1}^{m} \int_{I_k} \left( -\langle z, t, v \rangle + (\nu \nabla z, \nabla v) - (\beta \cdot \nabla z, v) \right) \, dt - \sum_{k=1}^{m} \left( [z]^{k-1}, v(t_{k-1}^+) \right) + (z(T^-), v(T^+)).
\]
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