Glioma invasion and its interplay with the nervous tissue: a multiscale model
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Abstract

A multiscale mathematical model for glioma cell migration and proliferation is proposed, taking into account a possible therapeutic approach. Starting with the description of processes taking place on the subcellular level, the equation for the mesoscopic level is formulated and, thus, the macroscopic model is derived, using a parabolic limit and the Hilbert expansions in the moment system. After the model set up and the study of the well-posedness of this macroscopic setting, we investigate the functions involved in the equations that highlight the role of the fibers in the tumor dynamics. In particular, we focus on the fiber density function, with the aim of comparing different possible choices present in literature and understanding which approach could better describe the actual fiber density and orientation. Finally some numerical simulations, based on real data, show the role of each modelled process in the evolution of the solution.
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1 Introduction

Gliomas are the most frequent types of primary brain tumors, arising from mutations of glial cells of the central nervous system. They can be classified by cell type and they are rarely curable, especially the most aggressive subtype called Glioblastoma multiforme (GBM), characterized by poor prognosis and a median survival rate that rises up to 15-16 months with a standard treatment protocol \cite{1}. A common approach for glioma includes surgical resection of the tumor mass followed by a combination of chemotherapy and radiation treatment. For what concerns the surgical procedure, a complete resection, unfortunately, is often impossible: the highly infiltrative nature of the tumor cells, in fact, leads to strong anisotropic spread, with heterogenous and often disconnected finger-like patterns, and to an 'invisible' tumor outer border, undetectable with the current medical imaging techniques. Hence, the motivations for a deeper understanding of tumor migration and invasion phenomena naturally emerge to face these issues.

The invasion of glioma cells in the human brain tissue is a highly complex phenomenon that involves several processes at different spatial and temporal scales. From the microscale, with the intracellular dynamics, through the intercellular level, where the individual cell behaviours are represented, up to the macroscopic setting for the cell population density description. The exact causes of these events are still not completely well understood and this failure is due to their complex biology at the cellular and molecular level, as well as at the level of the interactions with the surrounding environment.

Cell interactions with extra-cellular matrix (ECM) and with adjacent cells, together with biochemical processes, support the active cell movement, that occurs along preexisting brain structures, with notable preference for myelinated fibers, blood vessels and white matter tracts. In particular, in the haptotactic movement, the role of glioma cell surface receptors, such as some types of integrins \cite{2, 3}, is of great importance. Their interactions with ECM components support cells adhesion, spread and migration through the extra-cellular environment, influencing also cells growth, division and proliferation \cite{4, 5}.
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The role of the highly anisotropic structures of the underlying nervous tissue, influencing tumor position, shape and extent in the brain, is highlighted by instruments for medical imaging and data collection, such as Magnetic Resonance Imaging (MRI) technique, together with Diffusion Tensor Imaging (DTI) for the description of tissue anisotropy.

MRI is useful, in general, to obtain morphological information and microscopic reconstruction of the brain, due to its strong contrast between fluid and more solid anatomical structures. Even though it is not able to show completely the tumor infiltration in the tissue, it is mainly used for firstly detecting brain tumors and, then, following up their evolution.

DTI is a special kind of diffusion-weighted magnetic resonance imaging (DWI) that allows to map water molecule diffusion patterns, revealing microscopic details about tissue architecture. The detected differences in the molecular mobility describe the anisotropic effects, reflecting the peculiar physical arrangement of the medium and the presence of obstacles or promoters for the movement. The DTI method is a high value tool in the glioma prognosis, since it provides information about the local tissue structure [64], identifying aligned structures along which cell migration is more keen to occur.

Mathematical modelling of tumor cell migration and invasion inside the tissue and, in particular, the modelling of GBM growth, evolution and treatment, has evolved significantly over the past years and several different approaches have been developed and exhaustive reviewed in [6, 7, 8]. The classes of models used for the description of glioma evolution range from discrete and hybrid settings up to continuum models for the cell density. In particular, discrete models are used for the description of individual cells dynamics moving on a lattice (see e.g. [9, 10] and the references therein), while hybrid models involve both discrete and continuous equations, where the former characterize cell motion, while the latter the evolution of external factors (see e.g., [11, 12, 13]). In the framework of continuum equations, a significant number of studies makes use of reaction-diffusion equations to characterize glioma density directly at a macroscopic scale. Starting from the work of Swanson et al. [14] where the idea of heterogenous diffusion coefficients (two different constants for the description of the diffusion process in grey and white matter) and anisotropic diffusion has been introduced, a critical point has concerned the matching of the model to clinical data, in order to select and estimate the parameters related to tumor diffusion. A step forward in this direction has been given by connecting the tensor describing tumor diffusion with the information provided by DTI and using them in the context of mathematical modelling (see e.g., [15, 17, 18]).

Further macroscopic models for tumor migration rely on mass conservation (see e.g. [19, 20, 21, 22, 23]) and/or on mechanical-chemical description. The latter takes into account the forces exerted inside the tumor and at the interface between healthy and neoplastic tissue and the relevant deformation effects [16, 17, 24, 25, 26]. Multiphase models have been developed based on mixtures modelling, where the tumor description considers the malignant mass as a saturated medium, with at least one liquid phase (e.g. water) and one solid phase (e.g. glioma cells, ECM, etc.). Examples of this approach can be found in [27, 28, 29, 30] and the references therein. A different approach consists in deducing the macroscopic model from a mesoscopic level of description of individual cell behaviour. These models use Boltzmann-type equations for the cell population density, where the usual collision operator describes the cell velocity changes. The kinetic transport equation for the glioma cell density, in fact, does not depend on time and space only, but also on the velocity variable; a scaling argument is then used to derive the macroscopic setting [32, 31, 57, 33, 34].

This approach has been extended in order to enhance the accuracy of the models with respect to reality, connecting the modelling of subcellular processes with the mesoscopic population-level description. This has been done within the multiscale modelling framework, in which the information given at the subcellular level introduces additional terms to the mesoscopic and, consequently, to the macroscopic equations. In particular, this approach has been used to provide a more detailed description of the migration process, involving the cellular receptor dynamics, as described in [38, 39, 35, 40], with a special focus on the case of glioma evolution [42, 36, 37].

In our model we consider this last multiscale framework, modelling the growth and spread of glioma cells inside the brain tissue and highlighting the influence of the underlying nervous fibers on the tumor evolution. In particular, we focus on how the information about the fiber structures, coming from the clinical data, are translated and encoded in the model in order to achieve a more realistic description of glioma cell spread and migration. Moreover, the role of these processes that characterize glioma evolution is investigated.

The three different scales characterizing the processes and the model setting follow a well-established modelling approach. On the microscale, as firstly proposed for the specific case of glioma in [36], we account for processes taking place on the subcellular level, concerning the dynamics of bound receptors on the cellular membrane and described by an ODE for the mass action kinetics. On the mesoscale, we analyze the individual cell behaviors involving the interactions with the surrounding tissue, whose anisotropic characteristics are accurately taken into account, as well as the proliferation process and the modelling of a standard therapeutic treatment. In particular, following the idea of [37], according to the general setting proposed in [33, 43], proliferation is included in the model as a result of cell-tissue interactions, while, for the treatment, mainly referring to [41], a
combination of chemo- and radio-therapy is considered (see also e.g. [44, 45, 46] and references therein). Finally, the macroscopic setting is derived from a parabolic scaling of the mesoscopic equation, as previously done in [42, 36, 37, 41], leading to an evolution equation for the macroscopic cell density. Together with this specific modelling approach, the role of the fiber is enhanced by a novel and comprehensive comparison of the functions, presented in literature, for the fiber description. In particular, this comparison, as well as the numerical simulations of the macroscopic model, has been done considering real DTI data on a reconstructed real geometry of a slice of brain.

This work is organized as follow. In Section 2 we describe the different processes and scales involved in the model, providing a formal derivation of the macroscopic setting and proving its well-posedness. Section 3 is dedicated to the analysis of the fiber distribution function that represents the connection between the diffusion tensor involved into the equations and the information provided by the MRI and DTI data (enabling their integration inside the model). In Section 4 different numerical simulations showing the dynamics of glioma cells in different scenarios are presented: first, the different fiber distribution functions described in Section 3 are tested to observe their effect on tumor evolution; then, we focus specifically on the role of the subcellular dynamics; finally, we discuss the effect of the two specific treatments on tumor density. In the last Section 5 we comment on the main results of the model and its performance, together with few concluding remarks.

2 The model

Here we combine two different approaches, mainly presented in [37] in terms of model set up and proliferation term description and in [41] for the therapy description. We define a setting that starts from a description of cell receptor dynamics on the microscale and, adding the description of a possible therapeutic approach, leads to an advection-diffusion-reaction equations on the macroscale.

2.1 Cellular level

On this level we focus on the microscopic cell surface receptor dynamics. With the aim of understanding its influence on the macroscopic movement behaviour at the tissue scale, we consider some transmembrane adhesion proteins that bind to unsoluble proteins in the underlying brain ECM. The concentration of bounded receptors is denoted by \( y(t) \) and we assume that this binding occurs preferentially in regions of highly aligned tissue.

Starting from to the description introduced in [36] and in [41] and to which we refer for further details, for readers convenience we recall here the main peculiarity of the microscopic setting. The mass action kinetics for the concentration \( y(t) \) is described by the following ordinary differential equation:

\[
\dot{y} = k^+(d_\circ)(1 - y)Q(x)S(\alpha_2, d_r) - k^-(d_\circ)y.
\] (1)

In this equation \( Q(x) \) indicates the volume fraction of tissue and includes ECM components and the myelinated brain fibers. Moreover, the therapy modelling appears through the terms \( S, k^+ \) and \( k^- \). As in [47, 41], the chemotherapeutic treatment, whose dose is denoted by \( d_c \), is aimed to reduce cell invasion, influencing the interactions between cell receptors and ECM, through the dependence of the attachment and detachment rates \( k^+(d_\circ) \) and \( k^-(d_\circ) \) from \( d_c \), and to make the cancer cells more sensitive to radiotherapy. This latter, instead, is directly aimed at the cell killing and its dose is denoted by \( d_r \). In particular, \( d_c \) and \( d_r \) are at least piecewise time-dependent functions.

In the line of the well-established linear-quadratic radiobiological model (L-Q) [48], the surviving fraction of cells post radiotherapy is described by

\[
S(\alpha, d) = \exp(\alpha d - \beta d^2).
\] (2)

From now on, we use different values for the parameters \( \alpha \) and \( \beta \) for the tumor cells and the normal tissue: in particular, \( \alpha_1 \) and \( \beta_1 \) refer to glioma cells, while \( \alpha_2 \) and \( \beta_2 \) to the healthy ones.

Since the microscopic cell surface receptor dynamic is assumed to be much faster than the macroscopic time scale and, then, equilibrates rapidly [37], we consider the unique steady state \( y^* \) of the equation (1):

\[
y^* = \frac{k^+(d_\circ)Q(x)S(\alpha_2, d_r)}{k^+(d_\circ)Q(x)S(\alpha_2, d_r) + k^-(d_\circ)} = f(k^+(d_\circ), k^-(-d_\circ), Q(x), S(\alpha_2, d_r)).
\] (3)

Introducing a new internal variable \( z := y^* - y \), that measures the deviation from the steady state, we consider the path of a single cell starting in \( x_0 \) and moving with velocity \( v \) through a time-invariant density field \( Q(x) \).
With the notation $x = x_0 + vt$, it is possible to redefine (1) as a new equation for the deviation $z(t)$ having the following form [41]:

$$
\dot{z} = -z(t)(QSk^+ + k^-) + F(t) + f'(Q)v \cdot \nabla Q =: G(z, Q, d_c, d_r)
$$

where

$$
F(t) := \dot{d}_c \left( \frac{\partial f}{\partial k^+}(k^+)'(d_c) + \frac{\partial f}{\partial k^-}(k^-)'(d_c) \right) + \dot{d}_r f'((S)S'(d_r)).
$$

### 2.2 Intercellular level

Using the above description of the microscopic dynamics, we describe the cell behavior with the aid of velocity-jump processes. Starting from the model setting proposed in [37], to which we refer for further details, and including also the radio-therapy description as above, we present here and describe the resulting equation. We consider the glioma density function $\rho(t, x, v, z)$ at time $t$, position $x \in \mathbb{R}^n$, velocity $v \in V \subset \mathbb{R}^n$, and internal state $z \in Z \subseteq [y^*-1, y^*] \subset \mathbb{R}$; the kinetic transport equation for its dynamic is given by:

$$
\partial_t \rho + \nabla_x \cdot (v \rho) - \partial_z [G(z, Q, d_c, d_r)\rho] = L[\lambda] \rho + P(\rho) - L(\tilde{\rho}, \alpha_1, d_r) \rho.
$$

Here, $L[\lambda] \rho$ denotes the turning operator, a mathematical representation of the cell velocity changes. They are due, in particular, to contact guidance, that describes the oriented motility response of cells to anisotropy of the environment. In the case of glioma cells the movement and spread are especially related to white matter tracts, used as highways for their migration movement. $L[\lambda] \rho$ is defined via an integral operator of Boltzmann type [57]

$$
L[\lambda] \rho = -\lambda(z) \rho + \lambda(z) \int_V K(x, v) \rho(v')dv'.
$$

where $\lambda(z) := \lambda_0 - \lambda_1 z$ is the turning rate, depending on the amount of bound integrins, with $\lambda_0$ and $\lambda_1$ positive constants. The term $\lambda(z) \rho$ gives the rate at which cells switch away from velocity $v$. The integral term denotes the cell switching into velocity $v$ from all other velocities.

In order to model the turning kernel $K(x, v)$ in (7) we assume that the dominating directional cue is given by the oriented environment of the brain fibers and, consequently, cells choose their new direction according to the given fiber network. We describe the oriented structure of the environment by defining a directional distribution $q(x, \hat{v})$, with $\hat{v} \in S^{n-1}$ and with symmetry $q(x, \hat{v}) = q(x, -\hat{v})$. In this framework, assuming a constant cell speed, i.e. $V = sS^{n-1}$, the turning kernel is modelled as $K(x, v) = \frac{q(x, \hat{v})}{\omega}$, with scaling constant $\omega := \int_V q(\hat{v})dv = s^{n-1}$ [57, 36].

In addition, if we indicate as integrin activation the binding to the tissue, we regard to it as the onset of proliferation and reorientation: in fact the turning rate of the cells depends on the receptor state. In particular, if many receptors are already bound, then the rate $\lambda(z)$ is expected to increase, since in that case the cells will need to change their direction more often in order to make them "free" from the too densely packed fibers surrounding them [49].

For the proliferation term $P(\rho)$ in (6), as in [37], we consider the so-called proliferative interactions, modeled as a product between the mesoscopic glioma density $\rho$ and the volume fraction of brain tissue $Q$:

$$
P(\rho) = \mu(x, \tilde{\rho}, v) \int_Z \chi(x, z, z') \rho(t, x, v, z')Q(x)dz'.
$$

where $\tilde{\rho} = \tilde{\rho}(t, x)$ is defined by $\tilde{\rho}(t, x) = \int_s \int_Z \rho(t, x, v, z)dvdz$ and $\mu(x, \tilde{\rho}, v)$ denotes the growth rate. In the integral operator, the kernel $\chi(x, z, z')$ characterizes the transition from the state $z'$ to the state $z$ during the proliferative process at position $x$. No particular conditions are required on $\chi$, we only assume that the nonlinear proliferative operator $P(\rho)$ is uniformly bounded in the $L^2$-norm, a reasonable biological condition linked to the space-imposed bounds on the cell division.

The last term in (6), the death term, results as a combination of two parts: the term related to the natural death of the cells and that one related to the radio-therapy:

$$
L(\tilde{\rho}, \alpha_1, d_r) \rho = (l(\tilde{\rho}) + R(\alpha_1, d_r)) \rho.
$$

In particular, in the real clinical practice, the total dose of drug $d_r$ is given in small fractions, in order to avoid toxic effects to normal tissue. If $\nu$ is the number of fractions, it is possible to collect the effects of the radiation treatment protocol into the following term:

$$
R(\alpha, d_r) = \sum_{i=1}^{\nu} (1 - S(\alpha, d_r)) \eta_0(t - t_i)
$$

where

$$
\eta_0(t) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp\left(-\frac{(t - \mu)^2}{2\sigma^2}\right).
$$

The last term in (6), the death term, results as a combination of two parts: the term related to the natural death of the cells and that one related to the radio-therapy:

$$
L(\tilde{\rho}, \alpha_1, d_r) \rho = (l(\tilde{\rho}) + R(\alpha_1, d_r)) \rho.
$$

In particular, in the real clinical practice, the total dose of drug $d_r$ is given in small fractions, in order to avoid toxic effects to normal tissue. If $\nu$ is the number of fractions, it is possible to collect the effects of the radiation treatment protocol into the following term:

$$
R(\alpha, d_r) = \sum_{i=1}^{\nu} (1 - S(\alpha, d_r)) \eta_0(t - t_i)
$$

where

$$
\eta_0(t) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp\left(-\frac{(t - \mu)^2}{2\sigma^2}\right).
$$

The last term in (6), the death term, results as a combination of two parts: the term related to the natural death of the cells and that one related to the radio-therapy:

$$
L(\tilde{\rho}, \alpha_1, d_r) \rho = (l(\tilde{\rho}) + R(\alpha_1, d_r)) \rho.
$$

In particular, in the real clinical practice, the total dose of drug $d_r$ is given in small fractions, in order to avoid toxic effects to normal tissue. If $\nu$ is the number of fractions, it is possible to collect the effects of the radiation treatment protocol into the following term:

$$
R(\alpha, d_r) = \sum_{i=1}^{\nu} (1 - S(\alpha, d_r)) \eta_0(t - t_i)
$$

where

$$
\eta_0(t) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp\left(-\frac{(t - \mu)^2}{2\sigma^2}\right).
$$
where \( \eta \) is a \( C_0^\infty \) function with unit mass and support in \((-\delta, \delta), \delta \ll 1 \) and \( t_i \), varying \( i \), denote the time instants at which a ionizing radiation is applied to the patient.

Equation 6 follows the line proposed in [38] and global existence of a unique solution can be proved as in [38], under some proper growth conditions for \( \mu \) with respect to its third argument \( v \). The next step will be the derivation of the macroscopic equation for the macroscopic cell population density.

### 2.3 Scaling of the mesoscopic equation

Considering the above analysis for the dynamics on the cellular and intercellular level, we start from the obtained evolutionary equation (6) for the density \( \rho(t, x, v, z) \). We introduce proper scaling arguments in order to deduce the macroscopic density equation, following [36, 37, 41], where we refer to for further details. Let us here recall the main aspects, introducing the moments

\[
m(t, x, v) = \int_Z \rho(t, x, v, z) dz \quad \quad \quad M(t, x) = \int_V m(t, x, v) dv \quad (= \bar{\rho}(t, x))
\]

\[
m^\ast(t, x, v) = \int_Z z\rho(t, x, v, z) dz \quad \quad \quad M^\ast(t, x) = \int_V m^\ast(t, x, v) dv .
\]

We do not consider higher order moments of \( \rho \), in virtue of the fact that the subcellular dynamic is much faster than the events on the higher scales, so the deviation \( z \) is close to zero. To perform the following calculations we also assume the data to be compactly supported in the phase space \( <x, v, z> \).

We integrate equation (6) with respect to \( z \) twice, once pre-multiplying it by \( z \). Then we use a parabolic scaling \( x \to \epsilon x \) and \( t \to \epsilon^2 t \) for the time and space variables respectively. In particular, the quantity \( F(t) \), that involves time derivatives of the different doses, \( d_c \) and \( d_e \), and of the cell survival fraction \( S \) and accounts for fast dynamics, is scaled with \( \epsilon^2 \), as well as the proliferation rate \( \mu(x, M, v) \), to let it act on the correct new time scale, and the loss term \( L(M, \alpha_1, d_r) \).

Therefore, dropping hats, the following equations are obtained:

\[
e^2 \partial_t m + \epsilon \nabla_x \cdot (vm) = -\lambda_0 m + \lambda_0 \frac{q}{\omega} M + \lambda_1 m^2 - \lambda_1 \frac{q}{\omega} M^2
\]

\[+ e^2 \mu(x, M, v) \int_Z \int_Z \chi(x, z, z') \rho(t, x, v, z') Q(x) dz' dz = e^2 L(M, \alpha_1, d_r) m \]

\[
e^2 \partial_t m^2 + \epsilon \nabla_x \cdot (vm^2) = -m^2(QS k^+ + k^-) + e^2 F(t) m + e f'(Q) v \cdot \nabla_x {Q} m +
\]

\[- \lambda_0 m^2 + \lambda_0 \frac{q}{\omega} M^2 + e^2 \mu(x, M, v) \int_Z \int_Z z \chi(x, z, z') \rho(t, x, v, z') Q(x) dz' dz +
\]

\[- e^2 L(M, \alpha_1, d_r) m^2 .
\]

Now, applying the asymptotic Hilbert expansions of the moments of \( \rho \) [34, 50] and collecting the coefficients of the different powers of \( \epsilon \) in equations (12) and (13), we obtain, at leading order, \( M^1_0 = 0 \), \( m_0 = 0 \) and \( m_0 = \frac{q}{\omega} M_0 \). Then, from these results, we get \( M^1_0 = 0 \) and, using compactness properties, it is possible to deduce \( M^1_0 = 0 \) and

\[
m_1 = \frac{1}{\lambda_0} \left[ \frac{\lambda_1}{\lambda_0 + k^+ Q S + k} f' Q \nabla Q \cdot v \frac{q}{\omega} M_0 - \nabla_x (v \frac{q}{\omega} M_0) \right] . \tag{14}
\]

Finally, considering (14) and plugging it into the equation for \( e^2 \) and integrating it with respect to \( v \), we obtain the following simplified form for the evolution equation for the macroscopic glioma density \( M_0 \):

\[
\partial_t M_0 - \nabla \cdot (D_T(x) \nabla M_0) + \nabla \cdot ((g(Q(x)) D_T(x) \nabla Q - u(x)) M_0) =
\]

\[= \mu(x, M_0) Q(x) M_0 - L(M_0, \alpha_1, d_r) M_0 . \tag{15}
\]

In particular, here we assume \( \mu \), the growth rate, not to explicitly depend on \( v \), while

\[
g(Q(x)) := \frac{\lambda_1}{\lambda_0 + k^+ Q S + k} f' Q .
\]
indicates the function carrying the information about the influence of the subcellular dynamics of receptor bindings.

The macroscopic diffusion tensor is denoted by

\[ D_T(x) := \frac{1}{\omega \lambda_0} \int_V v \otimes v q(x, \hat{v}) dv \]  

and the tumor drift velocity is given by

\[ u(x) := \frac{1}{\omega \lambda_0} \int_V v \otimes v \nabla q(x, \hat{v}) \, dv. \]  

It is important to stress that, even though the similarity between the macroscopic setting proposed in [37] and equation (15) are evident, there are substantial differences, due to the modelling of the therapeutic approach, introduced in [41], in this setting. More precisely, therapy is not only present in the term \( L(M_0, \alpha_1, d_r) \), but also the influence of both chemo- and radio-therapy is hidden inside the function \( g(Q(x)) \) in the drift term.

### 2.4 Well-posedness of the macroscopic setting

Using the theory of monotone operators for non-linear parabolic equations and following a well-known framework [51, 52], it is possible to prove existence, uniqueness and non-negativity of the solution of the parabolic problem (15) with Neumann boundary conditions.

Let \( \Omega \subset \mathbb{R}^3 \) a bounded domain with \( \partial \Omega \in C^{0,1} \), i.e. \( \Omega \) is a Lipschitz domain. Set a finite \( T > 0 \), we consider the following non-linear parabolic initial boundary value problem related to equation (15):

\[
\begin{aligned}
\partial_t M - \nabla \cdot (D_T(x)\nabla M) + \nabla \cdot (Y(Q, D_T)M) + \Gamma(M) &= 0 \quad \text{in } [0, T] \times \Omega \\
\nabla M \cdot n &= 0 \quad \text{on } [0, T] \times \partial \Omega \\
M(0, x) &= M_0(x) \quad \text{in } \Omega
\end{aligned}
\]  

where

\[
Y(Q, D_T) = g(Q(x))D_T(x)\nabla Q - u(x) \]  

\[
\Gamma(M) = (\|l(M) + R(\alpha_1, d_r)\| - \mu(x, M)Q(x))M.
\]  

Adapting the proof proposed in Appendix A.1 of [37], it is possible to prove the following theorem.

**Theorem.** Under the following main assumptions:

A.1 The tensor \( D_T(x) \) is uniformly positive definite, it lies in the space \( W^{1,\infty}(\Omega) \) and its smallest eigenvalue is larger than a constant \( \alpha > 0 \);

A.2 \( \Gamma(M) \) is continuous w.r.t. time and \( M \) and it satisfies the growth condition \( |\Gamma(s)| \leq c(1 + |s|^{r-1}) \) for some \( r \geq 1 \), with a constant \( c \) independent of time and space, and the coercivity condition \( \inf_{s \in \mathbb{R}^+} \Gamma(s)s > -\infty \);

A.3 The volume fraction of tissue fibers \( Q(x) \) lies in the space \( W^{1,\infty}(\Omega) \);

A.4 The rates \( k^+ \) and \( k^- \) are continuous in the variable \( d_r \) (which has to be continuous in time) and uniformly bounded;

A.5 The overall term \( Y(Q, D_T) \) is in \( L^\infty(\Omega) \).

Let set \( U = H^1(\Omega) \), \( H = L^2(\Omega) \) and \( X = L^2(0, T; H^1(\Omega)) \) and define for all \( M, \varphi \in X \) the operators:

\[
\langle A_1 M, \varphi \rangle_X := \int_0^T \int_\Omega [D_T \nabla M - M \cdot Y(Q, D_T)] \nabla \varphi \, dx \, dt
\]

\[
= \langle \Lambda M, \varphi \rangle_X + \left\langle \tilde{\Lambda} M, \varphi \right\rangle_X
\]

\[
\langle A_2 M, \varphi \rangle_X := \int_0^T \int_\Omega \Gamma(M) \varphi \, dx \, dt
\]

and the functional space \( W \) defined as:

\[
W := \{ \omega \in L^2(0, T; H^1(\Omega)) : \omega_t \in L^2(0, T; (H^1(\Omega))^*) \} \subseteq X.
\]
Let $M_0 \in L^2(\Omega)$ and $\Gamma : \mathbb{R} \to \mathbb{R}$ a continuous function that satisfies the above conditions with $1 \leq r < \frac{10}{3}$. Then there exists a weak solution $M \in W$ of the problem (18), i.e., for all $\varphi \in C^0_0((0, T] \times \Omega)$:

$$
\int_0^T \langle \partial M_t, \varphi \rangle_{H^1(\Omega)} \, dt + \int_0^T \int_\Omega (D_T \nabla M - Y(Q, D_T)M) \nabla \varphi \, dx \, dt + \int_0^T \int_\Omega \Gamma(M) \varphi \, dx \, dt = 0
$$

or, equivalently,

$$
-\int_0^T \langle M(t), \varphi'(t) \rangle_{H^1(\Omega)} \, dt + \int_0^T \int_\Omega \left( (\tilde{A}_1 + A_2)M(t), \varphi(t) \right)_{H^1(\Omega)} \, dt = \langle M_0, \varphi(0) \rangle_{L^2(\Omega)}
$$

It is also possible to prove uniqueness and non-negativity of the solution, using classical estimates, parabolic comparison principle [53] and theorems from Section III.4.1. in [52].

**Proposition 1.** The solution of the macroscopic problem (18) is unique if $\Gamma(M)$ is strictly monotone. In addition, if $M_0 \geq 0$, the solution of (18) is nonnegative.

### 3 Fiber Distribution Function

The analysis of the connection between the external data introduced in the model and the way in which they are processed, as well as how their features are reproduced and taken into account, is fundamental in order to obtain reliable simulations of tumor dynamics from both qualitative and quantitative point of views. Therefore, we focus our attention on the analysis of a specific term involved in the macroscopic setting (15), the fiber distribution function $q(x, \hat{v})$.

In particular, we investigate the way in which the information about the diffusivity in the brain and the anisotropic characteristics of the nervous tissue could be taken into account in the model.

To analyze this aspect we consider the fractional anisotropy index FA (see Appendix A.1 for further details) as a tool to understand and compare how the information provided by the DTI data and encoded in the water diffusion tensor $D_W$ are translated and preserved into the model.

The fiber probability density function $q(x, \hat{v})$ represents the link between raw data, collected in the water diffusion tensor $D_W(x)$, and tumor diffusion tensor $D_T(x)$, characterising tumor movement and diffusivity in the model equation, as shown by relation (16). It is used to describe the probability density of switching to velocity $\hat{v}$, turning at point $x$, and it can be derived in different ways according to the chosen distribution.

Considering the different expressions used in literature for $q(x, \hat{v})$, we analyze and compare the Peanut Distribution [57], the Bimodal von Mises-Fisher Distribution (VMF) [59, 57] and the Orientation Distribution Function (ODF) [60], described in details in Appendix A.2, A.3 and A.4, respectively, and having the following expressions:

$$
q(x, \theta) = \frac{3}{|S^2| Tr D_W(x)} \theta^T D_W(x) \theta \quad \text{(Peanut)} \quad (22)
$$

$$
q(x, \theta) = \frac{\delta}{4\pi} + \frac{(1 - \delta)}{4\pi} \frac{k(x)}{\sinh(k(x))} \left( \cosh(k(x)\phi_1 \cdot \theta) \right) \quad \text{(Bimodal VMF)} \quad (23)
$$

$$
q(x, \theta) = \frac{1}{4\pi |D_W(x)|^2} \left( \theta^T (D_W(x))^{-1} \theta \right)^{-\frac{3}{2}} \quad \text{(ODF)} \quad (24)
$$

We will highlight the specific capabilities of these different distributions to accurately reproduce the anisotropic characteristics of the underlying nervous tissue, their strengths and their weaknesses, in order to clarify their choice in the model.

#### 3.1 Comparison of $q(x, \theta)$ on a single data point

We firstly consider a single spatial point $x$ and we compute $D_T$ from $D_W$ with the three different functions $q(x, \theta)$. We assume for $D_W$ a greater diffusion in the $y$-axis direction than in the $x$-axis one (Figure 1); by visualizing the tensors, it is possible to immediately grasp the difference between the ellipsoids and, consequently, the way they reproduce the original anisotropy.

For the Peanut distribution (22), the anisotropy showed by Figure 1 is in large part lost in the related plot of Figure 2, due to the independency from $D_W$ of the strong isotropic component of $D_T$ in (31). The tumor diffusion tensor $D_T$ related to the VMF distribution (23) shows, instead, a degree of anisotropy similar to that of the original $D_W$. In particular this trend can be better observed for increasing values of $\kappa$ or for decreasing...
values of $\delta$ (see Figure 16 in Appendix).
The ODF (24), in the related plot of Figure 2, leads to similar shape and proportions between the two curves related to $D_W$ and $D_T$. In particular, a greater preservation of the anisotropic characteristics with respect to the Peanut distribution case is observed and, moreover, the independence from the parameter value selection, that would involve an unclear biological estimation, gives an additional benefit with respect to the VMF distribution.

It has been proved analytically in [57] for the Peanut distribution that $FA(D_T) \leq FA(D_W)$, i.e. the resulting anisotropy of $D_T$ results always lower than the anisotropy of the original tensor $D_W$. So $D_T$ could not be able to reproduce the brain structure accurately, especially in the case of crossing fiber tracts. For the VMF distribution, instead, formally in the limit of $\delta \to 0$ and $\kappa \to \infty$, it results $FA(D_T) \to 1$, i.e. in principle the fractional anisotropy index $FA$ can even reach its maximum theoretical value.

3.2 Comparison on 2D slices

Here we compare the behaviour of the different fiber distribution functions (22),(23) and (24) on real DTI data. This dataset was acquired at the Hospital Galdakao-Usansolo (Galdakao, Bizkaia), and approved by its Ethics Committee: all the methods employed were in accordance to approved guidelines. As above commented, DTI measures the apparent diffusivity of water molecules per volume element and it captures this feature using the symmetric 3D tensor $D_W$.

The DTI data processing is done using FSL (FMRIB Software Library)\(^1\) [65], a comprehensive library of analysis tools for MRI and DTI brain imaging data. With FSL the information about the diffusivity, through the tensor eigenvalues and eigenvectors, are extracted and, consequently, tissue structure and anisotropy are provided.

![Figure 1: $D_W(x)$ in the point $x$.](image1)

![Figure 2: $D_T(x)$ in the point $x$.](image2)

We consider here a 2D slice obtained from an horizontal section of an entire brain DTI dataset, as it is sufficiently representative of the methodology. We compute the fractional anisotropy $FA(D_W)$ and $FA(D_T)$, obtaining the comparison shown in Figure 3 and 4.

What clearly emerges is that the use of the Peanut distribution identifies accurately the locations where the fibers are aligned or not, without significant over- or under-estimations of these areas. The main problem is related to the degree of anisotropy: in fact, the resulting tumor diffusion tensor $D_T$ (31) shows a degree of anisotropy significantly lower, with values for the fractional anisotropy almost reduced by half in the areas of greater alignment, according to the original tensor data (Figure 3).

The use of the ODF provides a general underestimation of the degree of anisotropy, although highly improving the results of the Peanut distribution, and it preserves with sufficient accuracy the description of the location of aligned and not-aligned fibers. For the VMF distribution the results are highly dependent on $\kappa$ and $\delta$, whose effect can be observed into more details in Figures 17 and 18 in Appendix A.3. In particular, in terms of the extension of the anisotropic regions, the VMF distribution provides an over-estimation of them, while in terms of degree of anisotropy, depending on the calibration of $\kappa$ and $\delta$, there could be an over- or an under-estimation of the real anisotropy level. Figures 4 highlights a better preservation of the FA in the case of the VMF distribution, at the price of involving parameters with an unclear biological estimation. This affects the description of the geometry peculiarities and, thus, it could have some influence in the evolution of the tumor dynamics.

---

\(^1\)Information available from https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL
A closer look at the peculiarities of the three distributions can be done by considering different coronal planes of this 2D slice and looking at the variation of the fractional anisotropy along the median plane. In Figure 5 the comparison between $FA(D_W)$ and $FA(D_T)$ is shown for one choice of the coronal plane.

As it can be noticed in Figure 5, Peanut distribution and ODF have almost an identical trend, but, as expected, the Peanut distribution almost halves the degree of anisotropy with respect to the original data, while the ODF preserves it significantly better.

VMF distribution, instead, provides an under-estimation of the fractional anisotropy, when it is bigger, while
it gives an over-estimation of FA in the points in which it is smaller. Changing the considered coronal plane, the qualitative results do not change and the trend of the fractional anisotropy remains almost the same.

In order to have a more global perspective, we consider the relative difference between the FA of the original data \( D_W \) and the one related to the tumor diffusion \( D_T \), given by the following expression:

\[
R(D) = \frac{FA(D_W) - FA(D_T)}{FA(D_W)}.
\]

In particular we are not considering the absolute value of the numerator in order to be able to visualize situations of both under-estimation and over-estimation of the fractional anisotropy.

In Figure 6 we firstly observe if and where the different distributions provide an over-estimation or an under-

![Image](image_url)

Figure 6: From left to right, \( R(D) \) for Peanut distribution, VMF distribution with \( \delta = 0.05 \) and \( \kappa = 7 \) and ODF.

estimation of \( FA(D_W) \). As already briefly commented before, except for some isolated blue areas in the ODF plot - possibly related to errors in the measurements and/or to oscillation in the calculations - the VMF distribution is the only one with a mixed trend. It passes from areas of over-estimation of the anisotropy (colors from green to blue), where the values of the original FA are lower, to areas of under-estimation of FA, (colors from green to red), where there are higher values of \( FA(D_W) \).

An additional information emerging from Figure 6 is that in the highly aligned areas, where FA is bigger, the three distributions make lower average errors in estimating this value, with respect to the more isotropic regions. Moreover, in these highly anisotropic areas, this difference becomes smaller when we pass from Peanut distribution to ODF and, then, to VMF distribution. Moreover, the use of the VMF distribution must be considered with care, due to the cons highlighted above.

Furthermore, it is important also to comment about the computational cost of the three different distributions. For the Peanut distribution and the VMF distribution the computational cost for the calculation of the fiber distribution function and the resulting tumor diffusion tensor \( D_T \) is almost identical. In particular, the construction using the Peanut distribution does not require any matrix multiplication, while one matrix product is needed for the calculation of \( D_T \) in each voxel with the VMF distribution.

The ODF, instead, requires more calculations and, therefore, an higher computational cost. In fact for each voxel it requires the numerical approximation of a spherical integral, whose cost depends on the chosen numerical method. The common operations involved in the integrand function evaluation, no matter which approximation is used, involve several matrix products and a matrix inversion. Then, the cost depends on the quadrature rule. We choose the Gauss-Legendre quadrature formula and, in this case, the computational cost for the calculation of \( D_T \) in each voxel of the 3D mesh grid is \( O(m^2) \), where \( m \) indicates the number of points of the quadrature formula.

4 Numerical Simulations

We present 2D simulations of the resulting macroscopic advection-diffusion-reaction equation (15). The numerical simulations are performed with a self-developed code in Matlab (MathWorks Inc., Natick, MA) on the left hemisphere of a horizontal brain slice. The macroscopic tensor \( D_T(x) \) is precalculated using brain data, according to the above described procedure, and the computational domain is reconstructed as explained below. A finite element scheme based on the Galerkin method for the spatial discretization is considered, together with an implicit Euler scheme for the time discretization.
4.1 Reconstruction of the computational domain

By accessing and processing data provided by MRI, it is possible to extract information about the brain geometry and structure, in order to reconstruct a realistic computational domain for the numerical simulations. For the brain geometry processing we use the FreeSurfer Software Suite\(^2\), an open source software for the analysis and visualization of structural and functional neuroimaging data from cross-sectional or longitudinal studies. The processing of MRI data with FreeSurfer provides surface and volume information about the two hemispheres of the brain separately, leading to the extraction of a 2D slice that constitutes our computational domain. Examples of the processed outputs are shown in Figures 7, where the entire left hemisphere surface is visualized, and 8, that shows the outer border of the considered 2D slice.

In particular a match between the voxel mesh, given by the DTI dataset, and the brain slice, coming from the processed MRI data, has been obtained with the help for different visualization softwares (e.g. Paraview and FSLeyes, the FSL image viewer). The resulting 2D domain has been triangulated with the free mesh generator Gmsh\(^4\) and, then, the matrices of the finite element approximation have been computed.

4.2 Coefficient functions and parameters

For the volume fraction of tissue \(Q(x)\), interacting at point \(x\) with the tumor population, we choose it to be proportional to the fractional anisotropy of the tissue itself. For this approach, introduced in [36], the argumentation is related to the fact that the fractional anisotropy is a measure of the alignment of the brain fibers and the volume fraction \(Q(x)\) should be higher where the tissue is strongly aligned

\[
Q(x) = FA(D_W(x)).
\]

(26)

Other possibilities have also been considered, especially the one introduced in [42] and based on the characteristic diffusion length \(l_c\), but no significant differences have been detected.

The growth rate \(\mu(x, M_0)\) can be also chosen in different ways, especially due to the reduced availability of biological data. Following the choice made in [37, 15], we use a logistic growth term

\[
\mu(x, M_0) = c_g(1 - \frac{M_0}{C_M})
\]

(27)

with growth rate \(c_g\) and carrying capacity \(C_M\).

For the receptor binding rates and for the term describing the natural death of the cells, referring to the information provided in [41], we choose

\[
k^+(d_c) = 0.1(1 + \frac{d_c}{1 + d_c^2})
\]

\[
k^-(d_c) = 0.1(1 + d_c)
\]

\[
l(M_0) = c_lM_0.
\]

(28)

\(^2\)Information can be found in https://surfer.nmr.mgh.harvard.edu/fswiki/FreeSurferWiki and, for further details, see [69] and references therein.

\(^3\)Open-source multiple-platform application for interactive, scientific visualization. Information available at https://www.paraview.org.

\(^4\)Information available at http://gmsh.info and, for further details, see also [70].
The expressions for the attachment and detachment rates are in agreement with the assumption done for the chemotherapeutic term in Section 2, i.e., we consider the function \( k^+ \) monotonically decreasing with respect to the given dose \( d_c \), while the function \( k^- \) monotonically increasing with \( d_c \).

Eventually, in Table 1 we report the range of the values for the remaining parameters involved in the macroscopic equation (15).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )</td>
<td>( 0.21 \cdot 10^{-6} \text{ m}^3 \text{s}^{-1} )</td>
<td>[44]</td>
</tr>
<tr>
<td>( \lambda_0 )</td>
<td>( 0.1 \frac{1}{s} )</td>
<td>[66]</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>( 0.01 \frac{1}{s} )</td>
<td>[36]</td>
</tr>
<tr>
<td>( c_g )</td>
<td>( [0.32, 0.72] \times 10^{-5} \frac{1}{s} )</td>
<td>[67]</td>
</tr>
<tr>
<td>( c_l )</td>
<td>( [0.32, 0.72] \times 10^{-7} \frac{1}{s} )</td>
<td>estimated, based on [42]</td>
</tr>
<tr>
<td>( C_M )</td>
<td>( \approx 1 )</td>
<td>normalized, based on [37]</td>
</tr>
<tr>
<td>( \alpha_1 )</td>
<td>( [0.018, 0.401] \frac{1}{Gy} )</td>
<td>[68]</td>
</tr>
<tr>
<td>( \alpha_2 )</td>
<td>( [0.373, 0.389] \frac{1}{Gy} )</td>
<td>[68]</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>( [0.023, 0.091] \frac{1}{Gy^2} )</td>
<td>[68]</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>( [0.016, 0.052] \frac{1}{Gy^2} )</td>
<td>[68]</td>
</tr>
</tbody>
</table>

Table 1: Model parameters

4.3 Results

Considering the parameters given in Table 1, we performed numerical simulations on the domain in Figure 8 for different scenarios.

In Figure 9, the value of the Fractional Anisotropy of the original water diffusion tensor \( D_W(x) \) on the domain is shown. The underlying fiber structure, that highly influences the dynamics, is shown in Figure 10 by the fiber tracts in a smaller subdomain, where the leading eigenvector of the tensor \( D_W(x) \) is plotted in each point \( x \).

The macroscopic equation (15) we are investigating is given by

\[
\partial_t M_0 - \nabla \nabla : D_T(x)M_0 + \nabla \cdot (g(Q(x))D_T(x)\nabla Q M_0) = \\
= \mu(x, M_0)Q(x)M_0 - L(M_0, \alpha_1, d_r)M_0
\]

with coefficient functions and parameters specified and described above. We consider homogenous Neumann boundary conditions and an initial constant tumor mass on a small portion of the domain.

Figure 9: Fractional anisotropy of \( D_W(x) \). Figure 10: Visualization of the fiber tracts (zoom).
We present three different series of numerical results: (A) considering the model without therapy, a comparison between the tumor evolution with the three different fiber distribution functions; (B) fixing one distribution, a comparison of this model with the one without subcellular dynamics, i.e. omitting the haptotactic drift term; (C) adding the therapeutic term, simulation of the effects of this term on the tumor evolution.

Figure 11 shows the comparison in case (A) of the tumor evolution over time with the three different fiber distribution functions, in absence of therapeutic strategy. In particular, the three columns refer to three different time steps: the solution is shown after 40 days, 80 days and 120 days. It is possible to observe some similarity between the tumor dynamics shown in the three rows, especially, as expected, in terms of qualitative trend of the solution and, mostly between the Peanut distribution (upper row) and the ODF (last row) cases, in terms of displacement of the cells in the tissue. Anyway, this last one is able to better capture the anisotropic pattern of the tumor evolution arising from the underlying tissue structure, avoiding the slight smoothness that the isotropic component in the tensor $D_T$ (31), obtained with the Peanut distribution, determines in the dynamics.

![Figure 11: (A) Simulation of the evolution equation, without therapy, with the three different choices for the fiber distribution function.](image)

Considering, then, the ODF for the description of the fiber distribution, in Figure 12 we illustrate the case (B), i.e. the numerical simulations of the tumor evolutionary equation (29) without therapy and of the same model without the advective term. This term originates from the subcellular dynamics and involves also an additional part related to the divergence of the anisotropic tumor diffusion tensor. Significant anisotropic behaviours, that are evident in the simulations of the model with advection (second row), cannot be reproduced by the pure diffusive model (first row). The tumor evolution still shows the influence of the anisotropic diffusion tensor in driving the cell movements preferentially along the fiber tracts, but with an overestimation of the tumor spread, while the haptotactic drift leads to more branched structures, that can actually be observed in clinical imaging...
The driven motion of the cells along the tissue structure can be better observed in Figure 13, where the leading eigenvector of the tumor diffusion tensor $D_T(x)$ is also plotted, enhancing the alignment characteristics of the brain tissue and its influence on the tumor dynamics. The diffusion in both cases is anisotropic, due to the presence of the spatial-dependent coefficient $D_T(x)$ in the diffusion term, and, along the main fiber tracts, it seems to be similarly fast, but slightly faster and over-estimated in the pure-diffusion case. However, the cells in the pure diffusive model seem to be slower or less able to change direction and adapt to the tissue, especially in the region with crossing fiber, unable to reproduce branched patterns and more heterogeneous distribution of the tumor density on the domain.

Finally, we test our model with a standard therapeutic strategy used in the case of newly diagnosed malignant
glioma, based on a combination of chemotherapy and radiotherapy for a period of 6 weeks. In particular, ra-
diotherapy at a dose $d_r = 2\ \text{Gy per fraction}$ will be given once per day, 5 days per week from weeks 1 to 6, with
a total dose of 60 Gy, while chemotherapeutic agents at a normalized dose of $d_c = 5.0$ [41] will be administered
once per day from weeks 1 to 6. Analogous strategies find their motivation in different reported trials (see, e.g.
trials NCT00705198 and NCT00689221 provided at https://clinicaltrials.gov).

As initial condition for the simulation with the modelled therapy we consider the tumor density obtained from
the model without therapy after 5 weeks. We first observe the effect of the chemotherapy as unique applied
strategy, setting the dose $d_r = 0$. Results are shown in Figure 14. In particular we consider the difference
between the solution behaviour for the model without any therapeutic treatment and the one with chemother-
apy. Since the chemotherapy is not aimed at killing cells, there are no changes in the tumor mass, but only
in the spreading of the cells inside the tissue. Cells now, in fact, are less invasive than in the no-therapy case,
since the chemotherapy is aimed to reduces cells mobility, showing a minor spreading in the tissue and a major
concentration in the points closer to the initial location. In particular, in Figure 14 also the main fiber direction
is shown. What emerges is that the cells, when chemotherapy is considered, tend to remain more concentrate
in the area of high alignment of the fiber and they are less able to change direction and to spread inside the
brain, due to the effect of the therapy on the integrin/ECM bounding.

Figure 14: Difference between the tumor density in the no-therapy model and the density in the case of chemotherapy.
This difference is plotted together with the fiber direction.

As last test we add also the effect of radiotherapy that, as above explained, is aimed at killing cells directly.
The results are shown in Figure 15, where the difference in the cell density between the model without any
therapy and the complete model with both chemo- and radio-therapy is considered. In particular, it is possible
to notice at the end of the treatment a reduction in the tumor density with respect to the situation 3 weeks
before (highlighted by larger areas of positive difference) especially where, due to the chemotherapy effects
observed in Figure 14, the cells are more concentrated (blue areas of Figure 14).

Figure 15: Difference in the tumor evolution between the no-therapy model and the case in which chemo- and radio-
therapy are considered.
5 Conclusion and Perspectives

In this work we proposed a DTI-based multiscale model aiming to describe the growth, spread and invasion of glioma in the human brain. Starting from previous multiscale setting, we present an extension of them, integrating in a single model the mesoscopic description of tumor proliferation, firstly proposed by [43, 37], and a specific therapeutic approach that includes more recent ideas of drugs aimed at inhibiting cell-tissue attachment, as proposed in [41].

Moreover, the novelty here is the extensive focus on the role of the fiber structure description on the tumor evolution. In fact, the macroscopic equation for the tumor cell density, that we deduce from the mesoscale with a parabolic scaling argument, carries in its coefficient functions the information from the microscopic level. In particular, through the fiber distribution function \(q(x, \theta)\), it allows to involve at the highest level of description the real data about the brain structure.

The way in which the fiber distribution function translates the original DTI information into the simulated model, together with the degree of reliability of the processed data in reproducing this information with respect to the chosen function \(q(x, \theta)\), has been largely discussed. The specific capabilities of the three most used fiber distribution functions found in literature (Peanut, VMF and ODF) is investigated in details. Their strengths and their weakness, in terms of both reliability of their outputs, biological meaningfulness of the involved parameters and computational cost, have been commented in Section 3. In particular, for our purpose, the Orientation Distribution Function (24) has been chosen for the simulations. In fact, ODF better represents the influence of the fibers on the tumor migration and invasion, even though the related computational cost and complexity, with respect to the Peanut distribution (22) and the VMF distribution (23), is higher.

The simulations show, in fact, how the different choices of this function can influence the results, in terms of extension of the neoplastic area, shape, tumor infiltration and emergence of heterogenous patterns (see Figure 12). The role of the fiber in guidance the cells movement and glioma invasion in the brain tissue clearly emerges, as shown, for example, in Figure 13. At the same time, analogously to what observed also in other multiscale modelling sets [42, 36, 37], the numerical results highlight the importance of including the microscopic dynamics. In fact, the haptotactic drift term, originating from them, allows to the emergence of more prominent anisotropic behaviour, reflecting what is often observed clinically.

In addition, considering different scales allows us to include different treatment modelling, whose resulting output on the tumor migration and invasion in the tissue are clearly shown in Figures 14 and 15. The availability of the best possible tool to translate the input data into the simulated model, as well as the possibility of extracting from these data realistic information about the computational domain, are key points towards the application of this procedure on a patient-specific model [30].

In particular, the optimal way to validate the results related to the fiber distribution choice would be the comparison of the tumor evolution over time, obtained by one of the three proposed functions \(q(x, \theta)\), with clinical patient data following-up the evolution of the tumor. This remains a future task we would like to achieve since, at this moment, only data for healthy brain structure are available. The acquisition of such data, in fact, presents various difficulties, mainly related to the really poor prognosis of this disease, often discovered already at a late stage of progression.

We have focused on the role of the nervous fiber in facilitating and sustaining glioma invasive spread, in order to explore in depth the impact of this specific interaction. However more complex models, involving several other important factors, could be formulated, even though they could result much more mathematically and computationally challenging.

We underline and stress the role of the fibers on the tumor development, mainly considering the effect of the tissue structure on the tumor invasion. Including an evolutionary equation to describe also the changes in the healthy tissue structure, due to glioma progression, would be a additional step in this direction. In fact, there is a mutual influence between neoplastic and normal tissue. The ECM structure drives tumor invasion in the brain, but also the tumor degrades the brain ECM through particular enzymes called proteases, in order to make its way inside it. In particular, recent studies are showing the possible actions of these enzymes as chemotactic forces, driving the cell movements together with the haptotactic ones. The inclusion of such a chemotaxis term could give a significant contribution to the investigation of this phenomenon.

In the same multiscale framework, the use of another scaling (different from the parabolic one) from the mesoscale to the macroscale is also an interesting direction of research. We would expect a slightly different trend in the tumor evolution with a major stress on the role of the advection term; it would be interesting to observe how, in this case, the response of the three different distributions differs from the results presented here.
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A Appendix

A.1 Diffusion Anisotropy Indices

Considering a general tensor \( D \), with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \) and average \( \bar{\lambda} = \frac{\lambda_1 + \lambda_2 + \lambda_3}{3} \), several scalar indices have been proposed in literature \([55, 56, 57]\) to characterize its anisotropy. They are called diffusion anisotropy indices (DAI) and, among them, we recall:

- **RA**, relative anisotropy, defined as
  \[
  RA = \sqrt{\left(\lambda_1 - \bar{\lambda}\right)^2 + \left(\lambda_2 - \bar{\lambda}\right)^2 + \left(\lambda_3 - \bar{\lambda}\right)^2} \sqrt{6\bar{\lambda}},
  \]
  representing the ratio of the anisotropic part of the diffusion tensor to its isotropic part;

- **FA**, fractional anisotropy, defined as
  \[
  FA = \sqrt{\frac{3}{2} \left(\lambda_1 - \bar{\lambda}\right)^2 + \left(\lambda_2 - \bar{\lambda}\right)^2 + \left(\lambda_3 - \bar{\lambda}\right)^2} \sqrt{\frac{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}{\lambda_1^2 + \lambda_2^2 + \lambda_3^2}},
  \]
  reflecting the fraction of the magnitude of the diffusion tensor that can be ascribed to anisotropic diffusion;

- **VR**, volume ratio, defined as
  \[
  VR = \frac{\lambda_1 \lambda_2 \lambda_3}{\lambda^3},
  \]
  representing the ratio of the ellipsoid volume to the volume of a sphere of radius \( \bar{\lambda} \).

These three indices are characterized by: rotational invariance, i.e. there is no bias due to fiber orientation in estimating the anisotropy; symmetry respect to the three principal diffusivities, i.e. sorting -independency and less sensitivity to extraneous noise.

Different studies \([54, 55, 56]\) have shown that there are significant differences between these three indices, especially in terms of sensitivity to anisotropy, contrast between low and high anisotropy areas and contrast-to-noise ratio. However, these differences are not so strong, especially for small anisotropy variation, to justify an intrinsic advantage of one index on the others.

In particular, FA seems to provide the most detailed representation of the anisotropy characterizing the tissue: it reveals well the various anisotropic structures, even for area of mild and low anisotropy, providing good anatomical details of the anisotropic regions, although it has an increasing noise in the area of low anisotropy.

A.2 Peanut distribution

Firstly introduced by Painter and Hillen in \([57]\), the definition of the Peanut distribution is related to the concept of apparent diffusion coefficient (ADC). It is defined, generally, by taking the ratio of the mean-squared displacement measured along a particular direction and the diffusion time of the experiment.

In the specific case of a simple model for anisotropic diffusion, described by a diffusion tensor \( D \), the mean-squared displacement along a given direction \( \theta \in S^{n-1} \) is given by \( \sigma^2_{\theta} = 2t \theta^T D \theta \), where \( t \) is the diffusion time.

So, ADC in the direction \( \theta \) is given by the following expression \([58]\)
\[
ADC_{\theta} := \frac{\sigma^2_{\theta}}{2t} = \theta^T D \theta.
\]

Since ADC is an indicator of the anisotropy of the tissue, a possible choice for the construction of the fiber distribution function is to assume that the cell turning is directly correlated to it. As a consequence, the Peanut distribution function for the fiber orientation description takes the following form:
\[
q(x, \theta) = \frac{n}{|S^{n-1}| Tr(DW(x))} \theta^T DW(x) \theta.
\]  (30)

Following Lemma 1 in \([57]\) it is possible to get the general expression for the tumor diffusion tensor \( DT(x) \) in \( n \) dimension, starting from the relation (16):
\[
DT(x) = \frac{s^2}{(n + 2)\lambda_0} \left( \mathbb{I} + \frac{2}{Tr(DW)} DW \right).
\]  (31)

This expression reveals the direct link between the original tensor \( DW \) and the macroscopic diffusion tensor \( DT \), presenting an isotropic component proportional to \( \mathbb{I} \) and an anisotropic component proportional to \( DW \). So, theoretically, even in case of completely anisotropic environment, \( DT \) will always present an isotropic part, leading to a partial lost of the data information.
A.3 Von Mises-Fisher Distribution

The Von Mises-Fisher (VMF) distribution is one of the most useful distribution for spherical data from the standpoint of the statistical inference, as largely explain in [59].

The most general expression of this distribution for data on \( S^{n-1} \) results in a probability density function of this form:

\[
f(x, \mu, \kappa) = \frac{\kappa}{2} \frac{1}{\Gamma\left(\frac{n}{2}\right)} \exp\{\kappa \mu^T x\} \]

where \( \kappa \geq 0 \) is the concentration parameter, \( \mu \) is the mean direction, with norm one, \( L_0 \) is the modified Bessel function of the first kind and of order \( \nu \) and \( \Gamma \) is the Gamma function.

This distribution, for \( \kappa > 0 \), has a mode at the mean direction and, the larger the value of the concentration parameter, the greater the clustering around this direction.

The special cases which we are interesting in are defined for \( n = 2 \) (planar case) and \( n = 3 \) (spherical case).

Consider the following representation of the water diffusion tensor \( D_W \):

\[
D_W(x) = \sum_{i=1}^{n} \lambda_i(x) \phi_i(x) \phi_i(x)^T
\]

with \( \lambda_i \) and \( \phi_i \), for \( i = 1...n \), respectively eigenvalues and corresponding eigenvectors of the tensor, orthogonal and normalized due to its symmetry; in particular, the eigenvectors denote the axis of dominating anisotropy and the eigenvalues the degree of anisotropy.

With this notation, for the planar case, the dominant direction \( \mu \) for the movement is given by the leading eigenvector of \( D_W \), because is natural to consider that the turning is concentrated in the dominant direction of anisotropy [57]. Additionally, two other requirements are considering for building the well-known and used expression introduced in [57]. Firstly a constant parameter \( \delta \in [0, 1] \), describing an inherent degree of randomised turning, is add for partially controlling the size of the resulting isotropic component of \( D_T \). Then the concentration parameter \( \kappa \) is substituted by a function \( k(x) \) for the concentration level that should increase along the direction of greater anisotropy. For this reason a possible choice for \( k(x) \) consists in considering it proportional to the fractional anisotropy of \( D_W \) through a concentration factor \( \kappa \), describing the sensitivity of the cells to the directional information given by the environment, i.e. \( k(x) = \kappa FA(D_W(x)) \).

Thus, considering a bimodal form of the VMF distribution, the expression for the fiber distribution function results:

\[
q(x, \theta) = \frac{\delta}{2\pi} + (1-\delta) \frac{1}{4\pi \lambda_0(k)} \left(e^{k(x)\phi_1 \cdot \theta} + e^{-k(x)\phi_1 \cdot \theta}\right) .
\] (32)

Considering (16) and (32), the expression of \( D_T(x) \) for \( n = 2 \), as explicitly calculated into [32], is given by:

\[
D_T(x) = \frac{s^2}{2\lambda_0} \left( (1-\delta) \left(1 - \frac{L_1(k(x))}{L_0(k(x))}\right) \mathbb{I} + 2(1-\delta) \frac{L_2(k(x))}{L_0(k(x))} \phi_1(x) \phi_1(x)^T \right) .
\] (33)

In particular, we observe that the parameter \( \delta \) plays the role of weight for the isotropic and the anisotropic component of \( D_T \), determining the relevance of each part; analogous role is played by the function \( k(x) \). If \( \delta = 1 \), \( D_T \) simply describes a complete isotropic environment. This also happens, for the characteristics of the ratio \( \frac{L_1(k(x))}{L_0(k(x))} \), when \( k(x) = 0 \), that means either the case of isotropic DTI data; i.e. \( FA(D_W) = 0 \), or cells not responding to the environmental anisotropy, i.e. \( \kappa = 0 \). On the contrary, when the value of \( k(x) \) grows or the value of \( \delta \) is close to zero, the anisotropic part gains more importance.

Unlike the Peanut distribution case, here it is possible to have much more control on the fiber density trend, with the theoretical possibility of no limit for the values of \( FA(D_T) \), changing \( \delta \) and \( \kappa \).

From one side, this means that \( D_T \) may be calibrated in order to be as similar as possible to the tensor \( D_W \), but from the other hand this makes it strongly dependent on the parameters \( \kappa \) and \( \delta \), which meaning and identification it is not so clear. In fact, although it seem reasonable to choose them fitting the original data, their biological interpretation and estimation remains still uncertain and, therefore, the reliability of the results may be prejudiced.

In particular we compare the effect on \( FA(D_T) \) of these parameters \( \kappa \) and \( \delta \). The results are shown in Figure 16 for the single point case and in Figures 17 and 18 for a 2D slice.

Extending the analysis to the \( n = 3 \) case, following [57], we consider the bimodal form of the distribution combined with a uniform distribution depending on the parameter \( \delta \in [0, 1] \). The fiber configuration in this case is described by:

\[
q(x, \theta) = \frac{\delta}{4\pi} + (1-\delta) \frac{k(x)}{4\pi \sinh k(x)} \left( \cosh(k(x)\phi_1 \cdot \theta) \right) .
\] (34)
Figure 16: $D_T(x)$ for VMF Distribution varying $\kappa$ (left) and $\delta$ (right).

Figure 17: FA($D_T$) for different values of $\kappa$ and $\delta$ fixed to 0.05.

Figure 18: FA($D_T$) for different values of $\delta$ and $\kappa$ fixed to 7.

The direct calculation of the tumor diffusion tensor expression provides:

$$D_T(x) = \frac{s^2}{3\lambda_0} \left[ \left( \delta + (1 - \delta) \left( \coth k(x) - \frac{1}{k(x)^2} \right) \right) 1 + (1 - \delta) \left( 1 - \frac{3 \coth k(x)}{k(x)} + \frac{3}{k(x)^2} \right) \phi_1(x) \phi_1(x)^T \right]. \quad (35)$$

A.4 Orientation Distribution Function

A third approach is based on the concept of Orientation Distribution Function, simply indicated as ODF. The 3D probability density function (PDF) of diffusion $\mathcal{P}(x, \hat{t})d\Omega$ gives the displacement probability for a molecule in the point $x$ to be located inside a fiber bundle passing in the direction $\hat{t}$ through the infinitesimal solid angle $d\Omega$, providing helpful information in the study of the tissue microstructure. The ODF, instead, represent the marginal probability of diffusion in a given direction and it is fundamental for mapping the orientation architecture of the tissue [60, 61].

Assuming that the PDF of diffusion is a symmetric function $\mathcal{P}(\hat{t}) = \mathcal{P}(-\hat{t})$ and considering the standard spherical coordinates system, the probability of diffusion in a direction $\hat{t}$ through the solid angle $d\Omega$ is computed
by integrating the displacement probabilities for all magnitude $r$, keeping the direction constant, i.e.

$$\text{ODF}(\hat{t}) = \int_0^\infty \mathcal{P}(r\hat{t})r^2 dr.$$ (36)

The application of this distribution to fiber orientation analysis comes from some experimental results that show the correspondence between the peaks of the ODF and the principal directions of the underlying fibers [62]. In particular a non-linear, monotonically increasing, relationship between the FA of generated diffusion tensor related to an underlying fiber and the mean principal curvature of the ODF at the principal direction of the fiber itself is shown in [63].

In the case of Diffusion Tensor Imaging [61], the probability density function of diffusion is given by the standard 3D Gaussian PDF:

$$\mathcal{P}(r\hat{t}) = \frac{1}{(2\pi)^\frac{3}{2} |D|^\frac{1}{2}} e^{-\frac{1}{2} r^T D^{-1} r\hat{t}}$$

with $D$ proportional to the estimated diffusion tensor and $|D|$ denoting the determinant of this tensor.

Integrating it, following relation (36), we obtain the following expression for ODF:

$$\text{ODF}(\hat{t}) = \frac{1}{4\pi|D|^\frac{1}{2} (\theta^T (D_W(x))^{-1} \theta)^\frac{3}{2}}.$$ (37)

Thus, setting the fiber orientation density $q(x, \theta)$ equal to ODF, setting the direction $\hat{t}$ equal to the angle $\theta$ and considering the water diffusion tensor $D_W$ as original estimated tensor, we obtain:

$$q(x, \theta) = \frac{1}{4\pi|D_W(x)|^\frac{1}{2} (\theta^T (D_W(x))^{-1} \theta)^\frac{3}{2}}.$$ (37)

In this case we do not have an explicit expression for the tumor diffusion tensor $D_T$, but we consider its integral formulation (16) and we approximate it numerically.